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2.1 Introduction   

In logic, statements p and q are logically equivalent if they have the same logical 
content. 

Syntactically, p and q are equivalent if each can be proved from the other. 
Semantically, p and q are equivalent if they have the same truth value in every model. 

Explanation 

Let p and q be two statement formulas and a1, a2, …….. , an represent all the 

variables contained in both p and q. If there exists an assignment of truth values of p 

and q, such that the truth value of p is equal to the truth value of q for each of 2n
 

possible sets of truth values, then p and q are logically equivalent 

 

 History 

Logic 
 

Logic (from the Greek logikē) is the study of reasoning. Logic is used in most 

intellectual activity, but is studied primarily in the disciplines of philosophy, 

mathematics, and computer science. Logic examines general forms which 

arguments may take which forms are valid, and which are fallacies. It is one 

kind of critical thinking. In philosophy, the study of logic falls in the area of 

epistemology, which asks: "How do we know what we know?" In 
mathematics, it is the study of valid inferences within some formal language.  

Logic has origins in several ancient civilizations, including ancient India, China 

and Greece. Logic was established as a discipline by Aristotle, who established 

its fundamental place in philosophy. The study of logic was part of the 

classical trivium. 

Averroes defined logic as "the tool for distinguishing between the true and the 

false"; Richard Whately, '"the Science, as well as the Art, of reasoning"; and 
Frege, "the science of the most general laws of truth".  

Logic is often divided into two parts, inductive reasoning and deductive 

reasoning. The first is drawing general conclusions from specific examples, 

the second drawing logical conclusions from definitions and axioms. A similar 

dichotomy, used by Aristotle, is analysis and synthesis. Here the first takes an 

object of study and examines its component parts. The second considers how 

parts can be combined to form a whole. 

http://en.wikipedia.org/wiki/Logic 

 

http://en.wikipedia.org/wiki/Syntax_(logic)
http://en.wikipedia.org/wiki/Proof_(logic)
http://en.wikipedia.org/wiki/Semantic
http://en.wikipedia.org/wiki/Truth_value
http://en.wikipedia.org/wiki/Model_(logic)
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Quick reference 

Syntax(Logic) 
 

 

 

This diagram shows the syntactic entities which may be constructed 

from formal languages. The symbols and strings of symbols may be broadly 

divided into nonsense and well-formed formulas. A formal language can be 

thought of as identical to the set of its well-formed formulas. The set of well-

formed formulas may be broadly divided into theorems and non-theorems. 

However, quite often, a formal system will simply define all of its well-formed 

formula as theorems. 

In logic, syntax is anything having to do with formal languages or formal 

systems without regard to any interpretation or meaning given to them. 

Syntax is concerned with the rules used for constructing, or transforming the 

symbols and words of a language, as contrasted with the semantics of a 

language which is concerned with its meaning. 

The symbols, formulas, systems, theorems, proofs, and interpretations 

expressed in formal languages are syntactic entities whose properties may be 

studied without regard to any meaning they may be given, and, in fact, need 

not be given any. 

Syntax is usually associated with the rules (or grammar) governing the 

composition of texts in a formal language that constitute the well-formed 

formulas of a formal system. 

In computer science, the term syntax refers to the rules governing the 

composition of meaningful texts in a formal language, such as a programming 

http://en.wikipedia.org/wiki/File:Formal_languages.png
http://en.wikipedia.org/wiki/File:Formal_languages.png
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language, that is, those texts for which it makes sense to define 

the semantics or meaning, or otherwise provide an interpretation. 

 

http://en.wikipedia.org/wiki/Syntax_(logic) 

 

 

 

Quick reference 

Semantics 

Semantics (from Greek  semantikos) is the study of meaning, usually 

in language. The word "semantics" itself denotes a range of ideas, from the 

popular to the highly technical. It is often used in ordinary language to denote 

a problem of understanding that comes down to word selection 

or connotation. This problem of understanding has been the subject of many 

formal inquiries, over a long period of time, most notably in the field of formal 

semantics. In linguistics, it is the study of interpretation of signs or symbols 

as used by agents or communities within particular circumstances and 

contexts. Within this view, sounds, facial expressions, body 

language, proxemics has semantic (meaningful) content, and each has 

several branches of study. In written language, such things as paragraph 

structure and punctuation have semantic content; in other forms of language, 

there is other semantic content.  

The formal study of semantics intersects with many other fields of inquiry, 

including proxemics, lexicology, syntax, pragmatics, etymology and others, 

although semantics is a well-defined field in its own right, often with synthetic 

properties. In philosophy of language, semantics and reference are related 

fields Further related fields include philology, communication, and semiotics. 

The formal study of semantics is therefore complex. 

Semantics is sometimes contrasted with syntax, the study of the symbols of a 

language (without reference to their meaning), and pragmatics, the study of 

the relationships between the symbols of a language, their meaning, and the 

users of the language.  

 

http://en.wikipedia.org/wiki/Semantic 

 

Examples 
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1. p ν p is equivalent to p  

2. p ν ¬q is equivalent to ¬q ν p 

3. q ν ¬q is equivalent to p ν ¬p 

The logical equivalence of p and q is sometimes expressed as p ≡q  

or p q 

 

 

2.2 Properties of equivalence 

1. Equivalence of two statement formulas is a symmetric relation  

 If p ≡ q then q ≡ p 

2. Equivalence of two statement formulas is a transitive relation  

 If p ≡ q and q ≡ r then p ≡ r 

 

2.3 To test logical equivalence of propositions 

To test logical equivalence of two columns  

I. Make a truth table for each of them  
II. Compare their last columns. 

Quick reference 

How to make a Truth Table 
A truth table is a mathematical table used in logic—specifically in connection 

with Boolean algebra, Boolean functions, and propositional calculus—to 

compute the functional values of logical expressions on each of their 

functional arguments, that is, on each combination of values taken by their 

logical variables. In particular, truth tables can be used to tell whether a 

propositional expression is true for all legitimate input values, that is, 
logically valid. 

Practically, a truth table is composed of one column for each input variable 

(for example, A and B), and one final column for all of the possible results of 

the logical operation that the table is meant to represent (for example, A XOR 

B). Each row of the truth table therefore contains one possible configuration 

of the input variables (for instance, A=true B=false), and the result of the 
operation for those values 

Introduction to truth tables learning: 

      A helpful way to organize truth values of different statements is in a truth 
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table. A truth table was developed for mathematical logic, especially for 

Boolean algebra, Boolean function and propositional calculus. A truth table is 

a table which columns are statements, and which rows are scenarios. The 

table contains each possible scenario and the truth values that would occur. 

One of the simplest truth tables gives the truth values for a statement and its 

negation. 

      A statement can be determined to be true or false. The truth value of a 

statement is "T” it is true and "F" it is false. Statements that involve one or 

more connectives and, or, not, if and   if and only if are compound 

 statements. 

Learning Examples on Truth Table: 

In Logical Mathematics, each variable can have two values--true or false. So, 

a sentence that has "n" variables will require a table of 2n rows. We use A, B, 

C or any other alphabets to represent the logical variables. We can construct 

truth tables of statement involving any number of variables. 

 For statement involving one variable 

         P                

      True 

     False 

For statement involving two variable 

          P                                  Q                   

       True                            True 

       True                            False 

       False                          True 

       False                          False 

Applications of truth tables in digital electronics 

In digital electronics (and computer science, fields of engineering derived 

from applied logic and math), truth tables can be used to reduce basic 
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Boolean operations to simple correlations of inputs to outputs, without the 

use of logic gates or code. For example, a binary addition can be represented 
with the truth table: 

A B | C R 

1 1 | 1 0 

1 0 | 0 1 

0 1 | 0 1 

0 0 | 0 0 

 

where 

 

A = First Operand 

B = Second Operand 

C = Carry 

R = Result 

This truth table is read left to right: 

 Value pair (A,B) equals value pair (C,R).  
 Or for this example, A plus B equal result R, with the Carry C.  

Note that this table does not describe the logic operations necessary to 

implement this operation, rather it simply specifies the function of inputs to 

output values. 

In this case it can only be used for very simple inputs and outputs, such as 

1's and 0's, however if the number of types of values one can have on the 
inputs increases, the size of the truth table will increase. 

For instance, in an addition operation, one needs two operands, A and B. 

Each can have one of two values, zero or one. The number of combinations of 

these two values is 2x2, or four. So the result is four possible outputs of C 

and R. If one was to use base 3, the size would increase to 3x3, or nine 
possible outputs. 

The first "addition" example above is called a half-adder. A full-adder is when 

the carry from the previous operation is provided as input to the next adder. 

Thus, a truth table of eight rows would be needed to describe a full adder's 
logic: 

A B C* | C R 

0 0 0  | 0 0 

0 1 0  | 0 1 

1 0 0  | 0 1 

1 1 0  | 1 0 

0 0 1  | 0 1 

0 1 1  | 1 0 

1 0 1  | 1 0 

1 1 1  | 1 1 

 

Same as previous, but.. 
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C* = Carry from previous adder 

http://en.wikipedia.org/wiki/Truth_table 

 

2.3.1 Examples 

Example 1 : p p ν p 

 

 

 

Example 2 :  q ν ¬q  p ν ¬p  

 

   

 

Quick reference 

Conditional statement (material implication) 

The material implication between two sentences p, q is typically symbolized 

as 

 

The Material Conditional, also known as Material Implication is a 

binary truth function ( → ) such that the compound sentence p→q (typically 

read "if p then q") is logically equivalent to the negative compound: not 

p 
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both p and not q. A material conditional compound itself is often simply called 

a conditional. By definition of "→", the compound p → q is false  if and only 

if both p is true and q is false. That is to say that p→q is true  if and only if 

either p is false or q is true (or both). Thus → is a function from pairs of truth 

values of the components p, q to truth values of the compound p → q, whose 

truth value is entirely a function of the truth values of the components. 

Thus p → q is said to be truth-functional. p → q is logically equivalent also to 

¬p ν q (either not p, or q (or both)), and to ¬q → ¬p (if not q then not p), 

but not to ¬p → ¬q. For convenience, p → q is typically read "If p, then q", 

"p only if q", or "q if p". Saying "It is false that if p then q" does not always 

sound logically equivalent in everyday English to saying "both p and not q" 

but, when used in logic, it is taken as logically equivalent. (Other senses of 

English "if...then..." require other logical forms.)  

As placed within the material conditionals above, p is known as 

the antecedent, and q as the consequent, of the conditional. One also can use 

compounds as components, for example pq → (r→s). There, the 

compound pq (short for "p and q") is the antecedent, and the compound r→s 

is the consequent, of the larger conditional of which those compounds are 

components. 

Logical implication and the material conditional are both associated with 

an operation on two logical values, typically the values of two propositions, 

that produces a value of false just in case the first operand is true and the 

second operand is false. 

Truth table 

The truth table associated with the material conditional not p or 

q (symbolized as p → q) and the logical implication p implies q (symbolized 

as p ᵼ q) is as follows: 

p q → 

T T T 

T F F 

F T T 

F F T 
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Material implication 

Notation 
Equivalent 

formulas 
Truth table Venn diagram 

P Ÿ Q 

P  Q 

P ŷ ¬Q 

¬P  Q 
¬P Ŷ ¬Q 

  
Q 

0 1 

P 

0    1   1  

1    0   1  
 

 

  

http://en.wikipedia.org/wiki/Material_conditional 

 

Example 3 :   p  q   ¬p ν q  

 

   

 

 

 

 

 

 

 

 

Example 4 :   p  q   ¬q  ¬p  
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http://en.wikipedia.org/wiki/Material_conditional
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Example 5 :   p  q   p  q  Λ  q  p  

 

   
 

Quick reference 

To represent statements in symbolic form 
If you give a logician a sentence like 

The dog is brown.  

he will pick a letter and assign it to that sentence. He now knows that the 

letter is just shorthand for the sentence. The way I learned logic, capital 

letters are used for sentences (with the exception of U, V, W, X, Y, and Z; I'll 

get to those later).  

So let's just start at the beginning of the alphabet and use the letter "A" to 

represent the sentence "The dog is brown." While we're at it, let's use the 
letter "B" to represent the sentence "The dog weighs 15 lbs." 
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In addition to saving time and ink, this practice of using capital letters to 

represent whole sentences has a couple of other advantages. The first is that 

to a logician, not every word is as interesting as every other. Logicians are 
extremely interested in the following list of words: 

And, or, if...then, if and only if, not  

They call these words "connectives." This is because you can use them to 

connect sentences that you already have together to make new sentences. 

When you write in English, those words don't stand out; they just get lost in 

the middle of sentences. Logicians want to make sure the words look special, 

so they take the whole rest of the sentence (the part they don't care about) 

and use a single letter to represent that. Then their favorite words stand out. 

Let's rewrite our earlier example about the dog using our logician's 
shorthand: 

ASSUMING: A 

 

AND ASSUMING: B 

 

I CONCLUDE: A and B  

The other advantage of using capital letters to represent sentences is that you 

ignore all the information that isn't relevant to what you're trying to do. For 

the derivation I did above, it didn't matter that the sentences were both 

about some dog. It didn't matter that they were about weight or color. They 

could have just as easily been sentences about how tall the dog is or about a 

cat or a person or a war or whatever. And if we can do the derivation for A 

and B, then we can do the same exact derivation for C and D or E and N or 

any other sentences we like. 

Connectives  

Now, as I said before, logicians are lazy. They really don't want to have 

anything to do with English. So instead of using the English words, they make 
up their own symbols for these: 

For these words Logicians use this symbol 

and ^ 

or v 

if ... then -> 
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if and only if <-> 

not ~ 

(Sometimes they also use a triple equals sign for '<->', but I can't type that.) 

Here are some examples: 

You and I would write this 
A logician writes 

this 

The dog is brown and the dog weighs 15 lbs. (A ^ B) 

The dog is brown or the dog weighs 15 lbs. (A v B) 

if the dog is brown, then the dog weighs 15 lbs. (A -> B) 

The dog is brown if and only if the dog weighs 15 

lbs. 
(A <-> B) 

The dog is not brown. ~A 

There are a few things to notice here: 

1. The symbols: ^, v, ->, and <-> are called "two-place connectives." 

This is because they connect two sentences together into a more 

complicated sentence. 

2. The symbol: ~ is called a "one-place connective" because you only add 

it to one sentence. (You cannot join multiple sentences together with 

it.) To negate a sentence, all you have to do is stick a ~ on the front. 

3. When you join two sentences with a two-place connective, you 

ALWAYS put parentheses around it. So it is NOT appropriate to write 

this: 

A ^ B  

Parentheses  

I know that a lot of books and instructors claim that it is okay to drop the 

outermost parentheses in a sentence. I've done it myself many times. And 
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95% of the time it won't because you trouble if you're careful. But let's say 

we started with this 'sentence' 

A ^ B  

and decided to negate it. Well, the way to negate a sentence is to stick a ~ on 

the front, so let's do that: 

~A ^ B  

But wait! What we did there was just negate the A. We wanted to negate the 

whole sentence. If we were really sharp, then we might notice that somebody 

had given us an illegitimate sentence that was missing parentheses, and so 
we would add the parentheses before adding the ~, to get: 

~(A ^ B)  

which is what we wanted.  

It seems silly to make such a big deal about parentheses when we're dealing 

with simple sentences, but when you're doing a 30-line derivation and you're 

tired, it's easy to make a mistake just like that on line 17 and get yourself 

into real trouble. It's better to just remember the simple rule and always add 
parentheses when you have a two-place connective. 

.   .   .  

A simple sentence is one that has no connectives. For example: A (the dog is 
brown). 

A complex sentence is a sentence which is made up of one or more simple 
sentences and one or more connectives. Some examples are: 

(A ^ B) 

 

(A v B) 

 

(A -> B) 

 

(A <-> B) 

 

~A  

You can use connectives on complex sentences just as you can on simple 

sentences. Let's introduce a new simple sentence "it is raining," and let's call 

our new sentence C. We now have a lot more sentences that we can make. 

(Keep in mind, we have no idea yet which of these sentences are true or 
false; we also don't yet know how these sentences relate.) For example: 

(C ^ B) ~C 
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(B v C) (C v B) 

(B -> C) (A -> C) 

(C -> A) (B <-> C) 

(~B <-> C) ~(B <-> C) 

~~C ((A ^ B) v C) 

(((A ^ ~B) v ~C) -> (~(A v B) <-> 

C))  

 

 

http://mathforum.org/dr.math/faq/symbolic_logic.html 

 

 

2.3.2 Applicative Examples 

Example 1: 

There are two restaurants next to each other. One has a sign that says, “Good food is 

not cheap” and the other has a sign that says, “Cheap food is not good.” Are the signs 
saying the same thing? 

Solution  

Let g denote the proposition that the food is good  

      c denote the proposition that the food is cheap 

then 

      Good food is not cheap can be written as g  ¬c 

      Cheap food is not good can be written as c  ¬g 

From the truth table it could be checked 

 

 

g c 

 

¬g c  ¬g 
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2.4 Definition from the definition of Biconditional 

p  q is true whenever p and q have same truth values so, then p and q are logically 

equivalent if p  q is a tautology 

Conversely, if p  q is a tautology then p and q are equivalent  

Quick reference 

Logical Biconditional (logical implication) 

Definition 

Logical equality (also known as biconditional) is an operation on two logical values, typically 

the values of two propositions, that produces a value of true if and only if both operands are 

false or both operands are true. 

Truth table 

The truth table for p EQ q (also written as p = q, p ↔ q, or p ≡ q) is as follows: 

p Q ≡ 

T T T 

T F F 

F T F 

F F T 

Venn diagrams 

Red areas stand for true (as in  for and). 
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The biconditional of two 

statements 

is the negation of the exclusive 

or: 

 

   

 

 

The biconditional and the 

exclusive or of three 

statements 

give the same result: 

 

 

 

    

   

  
 

 

 

 

But  

may also be used as an 

abbreviation 

for  

     

Properties 

 Associativity:  

 Commutativity:  

 Reflexivity:  

 Truth-preserving: The interpretation under which all variables are assigned a truth 

value of 'true' produces a truth value of 'true' as a result of logical biconditional. 

 linear 

Rules of Inference 

Like all connectives in first-order logic, the biconditional has rules of inference that govern 

its use in formal proofs. 

Biconditional Introduction 

Biconditional introduction allows you to infer that, if B follows from A, and A follows from B, 
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then A if and only if B. 

For example, from the statements "if I'm breathing, then I'm alive" and "if I'm alive, then 

I'm breathing", it can be inferred that "I'm breathing if and only if I'm alive". 

               B Ÿ A    

               A Ÿ B    

Therefore A ź B 

Biconditional Elimination 

Biconditional elimination allows one to infer a conditional from a biconditional: if ( A ↔ B 

) is true, then one may infer one direction of the biconditional, ( A → B ) and( B → A ). 

For example, if it's true that I'm breathing if and only if I'm alive, then it's true that if I'm 

breathing, I'm alive; likewise, it's true that if I'm alive, I'm breathing. 

Formally: 

              ( A ź B )   

 therefore( A Ÿ B ) 

also 

               ( A ź B )   

 therefore ( B Ÿ A ) 

 

http://en.wikipedia.org/wiki/Logical_biconditional 

 

 

 

2.5 Important Logical Equivalence 

The following logical equivalences apply to any statements; the p's, q's and r' s can 
stand for atomic statements or compound statements.  

~(~p) p the Double Negative Law 

p q q p the Commutative Law for conjunction  

p q q p the Commutative Law for disjunction  

(p q) r p (q r) the Associative Law for conjunction  

(p q) r p (q r) the Associative Law for disjunction  

~(p q) (~p) (~q) 
De Morgan's Laws  

~(p q) (~p) (~q) 

p (q r) (p q) (p r) the Distributive Laws 
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2.6 Inference Rule 

MAIN FUNCTION OF LOGIC: 

 RULES OF INFERENCE or PRINCIPAL OF REASONING 

Logic is the study of reasoning --- the nature of good (correct) reasoning and of bad 

(incorrect) reasoning. Its focus is the method or process by which an argument 

unfolds, not whether any arbitrary statement or series of statements is "true" or 

accurate. Logicians study and analyze arguments, premises, inferences, propositions, 

conditional statements, and symbolic forms 

 

Activity  

Solve the Reasoning Questions 
Answer: Option  B Directions to Solve 

Each problem consists of three statements. Based on the first two 

statements, the third statement may be true, false, or uncertain. 

1.  Tanya is older than Eric. 

Cliff is older than Tanya. 

Eric is older than Cliff. 

If the first two statements are true, the third statement is 

A. True 

B. false 
 

C. Uncertain 
 

Answer & Explanation 

B 

Explanation: 

Because the first two statements are true, Eric is the youngest of the three, 
so the third statement must be false.  

2.  During the past year, Josh saw more movies than Stephen. 

Stephen saw fewer movies than Darren. 

Darren saw more movies than Josh. 

If the first two statements are true, the third statement is 

A. True 

B. False 

C. uncertain  
  

Answer: Option C 

Explanation: 

p (q r) (p q) (p r) 

p p p 
Absorption Laws 

p p p 

javascript:%20void%200;
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Because the first two sentences are true, both Josh and Darren saw more 

movies than Stephen. However, it is uncertain as to whether Darren saw 
more movies than Josh.  

3.  All the tulips in Zoe's garden are white. 

All the pansies in Zoe's garden are yellow. 

All the flowers in Zoe's garden are either white or yellow 

If the first two statements are true, the third statement is 

A. True 

B. False 

C. uncertain 
  

Answer & Explanation 

Answer: Option C 

Explanation: 

The first two statements give information about Zoe's tulips and pansies. 
Information about any other kinds of flowers cannot be determined.  

4.  Blueberries cost more than strawberries. 

Blueberries cost less than raspberries. 

Raspberries cost more than both strawberries and blueberries. 

If the first two statements are true, the third statement is 

A. true  
 

B. False 

C. Uncertain 
 

Answer & Explanation 

Answer: Option A 

Explanation: 

Because the first two statements are true, raspberries are the most expensive 
of the three.  

5.  All the offices on the 9th floor have wall-to-wall carpeting. 

No wall-to-wall carpeting is pink. 

None of the offices on the 9th floor has pink wall-to-wall carpeting. 

If the first two statements are true, the third statement is 

A. true  
 

B. False 

C. Uncertain 
 

Answer & Explanation 

Answer: Option A 

Explanation: 

If no wall-to-wall carpeting is pink and all the offices have wall-to-wall 

carpeting, none of the offices has pink wall-to-wall carpeting.  
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History 

Reasoning 
Reasoning is the cognitive process of looking for reasons, beliefs, 
conclusions, actions or feelings. 

Different forms of such reflection on reasoning occur in different fields. In 

philosophy, the study of reasoning typically focuses on what makes reasoning 

efficient or inefficient, appropriate or inappropriate, good or bad. Philosophers 

do this by either examining the form or structure of the reasoning within 

arguments, or by considering the broader methods used to reach particular 

goals of reasoning. Psychologists and cognitive scientists, in contrast, tend to 

study how people reason, which cognitive and neural processes are engaged, 

how cultural factors affect the inferences people draw. The properties of logic 

which may be used to reason are studied in mathematical logic. The field of 

automated reasoning studies how reasoning may be modeled 

computationally. Lawyers also study reasoning. 

It is likely that humans have used reasoning to work out what they should 

believe or do for a very long time. However, some researchers have tried to 

determine when, in the history of human development, humans began using 
formal techniques of reasoning. 

Babylonian reasoning 

In Mesopotamia, Esagil-kin-apli's medical Diagnostic Handbook written in the 

11th century BC was based on a logical set of axioms and assumptions, 

including the modern view that through the examination and inspection of the 

symptoms of a patient, it is possible to determine the patient's disease, its 

aetiology and future development, and the chances of the patient's recovery.  

During the 8th and 7th centuries BC, Babylonian astronomers began 

employing an internal logic within their predictive planetary systems, which 

was an important contribution to logic and the philosophy of science. 
Babylonian thought had a considerable influence on early Greek thought.  

Greek reasoning 

The works of Homer, written in the 8th century BC, contain mythic stories 

that use gods to explain the formation of the world. However, only two 

centuries later, late in the 6th century BC, Xenophanes of Colophon began to 

question the Homeric accounts of the creation of nature and the gods. He 

wrote: 

 "Homer and Hesiod attribute all things to the gods that among men 

are shame and a disgrace"  

 "God is one, greatest among gods and among men, in no way like men 

in form and thought" .  

 "If oxen and horses and lions had hands or could paint and make 

things with their hands like men, then they would paint the forms of 
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gods and make their bodies each according to their own shapes, 

horses like horses, oxen like oxen".  

According to David Furley, "the basis of [Xenophanes'] criticism appears to 

have been that he saw an inconsistency between the concept of god as 

something different from man, and the stories told about the gods, which 

made them behave as men do." In the same period, other Greek thinkers 

began to develop theories about the nature of the world that suggest that 

they believed that there were regularities in nature and that humans could 

use reasoning to develop a consistent story about the nature of the world. 

Thales of Miletus, c. 624 BC – c. 546 BC, proposed that all is water. 

Anaximenes of Miletus, c. 585 BC – c. 525 BC, claimed that air is the source 
of everything.  

Aristotle is, so far as we know, the first writer to give an extended, systematic 

treatment of the methods of human reasoning. He identified two major 

methods of reasoning, analysis and synthesis. In the first, we try to 

understand an object by looking at its component parts. In the second, we try 

to understand a class of objects by looking at the common properties of each 
object in that class. 

Aristotle developed what is known as syllogistic logic, which makes it possible 

to analyze reasoning in a way that ignores the content of the argument and 

focuses on the form or structure of the argument. In the Prior Analytics, 
Aristotle begins by pointing out that: 

"[If] no pleasure is a good, neither will any good be a pleasure."  

He then argues that this argument is an example of a rule of reasoning of the 
following form: 

Premise: "Aristotle is Greek" and "All Greeks are human"  

Conclusion: "Aristotle is human"  

Aristotle points out that by understanding the reasoning involved in this type 

of argument, we can know that whatever the As and Bs are, we can reach the 

same conclusion about the relationship between them. This is a simple and 

straightforward argument, but it is a sign of an amazing leap in understanding 

and research into reason and was the beginning of the development of formal 

logic. 

Indian reasoning 

Two of the six Indian schools of thought deal with logic: Nyaya and 

Vaisheshika. The Nyaya Sutras of Aksapada Gautama constitute the core 

texts of the Nyaya school, one of the six orthodox schools of Hindu 

philosophy. This realist school developed a rigid five-member schema of 

inference involving an initial premise, a reason, an example, an application 

and a conclusion. The idealist Buddhist philosophy became the chief opponent 

to the Naiyayikas. Nagarjuna, the founder of the Madhyamika "Middle Way" 

developed an analysis known as the "catuskoti" or tetralemma. This four-

cornered argumentation systematically examined and rejected the affirmation 
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of a proposition, its denial, the joint affirmation and denial, and finally, the 

rejection of its affirmation and denial. But it was with Dignaga and his 

successor Dharmakirti that Buddhist logic reached its height. Their analysis 

centered on the definition of necessary logical entailment, "vyapti", also 

known as invariable concomitance or pervasion. To this end a doctrine known 

as "apoha" or differentiation was developed. This involved what might be 

called inclusion and exclusion of defining properties. The difficulties involved 

in this enterprise, in part, stimulated the neo-scholastic school of Navya-

Nyāya, which developed a formal analysis of inference in the 16th century. 

http://en.wikipedia.org/wiki/Reasoning 
 

2.6.1 Definition of Inference rule  

A procedure which combines known facts to produce ("infer") new facts. 

 (Example 1) For example, given that 

 

1. Socrates is a man.  

2. All men are mortal, 

 

we can infer that  

Socrates is mortal.  

This uses the rule known as "modus ponens" which can be written in Boolean algebra 

as 

 

(A & A => B) => B 

 

(if proposition A is true, and A implies B, then B is true). 

 

(Example 2) Given that, 

 

1. Either Denis is programming or Denis is sad  

2. Denis is not sad, 

 

we can infer that  

Denis is programming.  

This rule can be written  

 

((A OR B) & not B) => A 

(If either A is true or B is true (or both), and B is false, then A must be true). 

2.6.2 Representation 
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In formal logic (and many related areas), rules of inference are usually given in the 
following standard form: 

  Premise#1 

  Premise#2 

        ... 

  Premise #n  
  Conclusion 

This expression states, that whenever in the course of some logical derivation the 

given premises have been obtained, the specified conclusion can be taken for granted 

as well. The exact formal language that is used to describe both premises and 
conclusions depends on the actual context of the derivations.  

 

Quick Reference 

Premise 
In logic, an argument is a set of one or more declarative sentences (or 

"propositions") known as the premises along with another declarative 

sentence (or "proposition") known as the conclusion. Aristotle held that any 

logical argument could be reduced to two premises and a conclusion. 

Premises are sometimes left unstated in which case they are called missing 
premises, for example: 

Socrates is mortal, since all men are mortal.  

It is evident that a tacitly understood claim is that Socrates is a man. The 
fully expressed reasoning is thus: 

Since all men are mortal and Socrates is a man, it follows that 

Socrates is mortal.  

In this example, the first two independent clauses preceding the comma 

(namely, "all men are mortal" and "Socrates is a man") are the premises, 

while "Socrates is mortal" is the conclusion. 

The proof of a conclusion depends on both the truth of the premises and the 
validity of the argument 

 

http://en.wikipedia.org/wiki/Premise 

 

History 

Aristotle 
Aristotle (Greek:  Aristot®lƉs) (384 BC – 322 BC) was a Greek philosopher, a 

student of Plato and teacher of Alexander the Great. His writings cover many 

subjects, including physics, metaphysics, poetry, theater, music, logic, 

rhetoric, politics, government, ethics, biology, and zoology. 
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Logic 

 

Aristotle portrayed in the 1493 Nuremberg Chronicle as a 15th-century-A.D. 

scholar. 

With the Prior Analytics, Aristotle is credited with the earliest study of formal 

logic, and his conception of it was the dominant form of Western logic until 

19th century advances in mathematical logic. Kant stated in the Critique of 

Pure Reason that Aristotle's theory of logic completely accounted for the core 
of deductive inference. 

History 

Aristotle "says that 'on the subject of reasoning' he 'had nothing else on an 

earlier date to speak of'". However, Plato reports that syntax was devised 

before him, by Prodicus of Ceos, who was concerned by the correct use of 

words. Logic seems to have emerged from dialectics; the earlier philosophers 

made frequent use of concepts like reductio ad absurdum in their discussions, 

but never truly understood the logical implications. Even Plato had difficulties 

with logic; although he had a reasonable conception of a deducting system, 

he could never actually construct one and relied instead on his dialectic.] Plato 

believed that deduction would simply follow from premises; hence he focused 

on maintaining solid premises so that the conclusion would logically follow. 

Consequently, Plato realized that a method for obtaining conclusions would be 

most beneficial. He never succeeded in devising such a method, but his best 

attempt was published in his book Sophist, where he introduced his division 

method.  
http://en.wikipedia.org/wiki/Aristotle 

 

2.6.4 Implications and Equivalences 

"The present list of  rules of inference constitutes a COMPLETE system of truth-

functional logic, in the sense that it permits the construction of a formal proof of 
validity for ANY valid truth-functional argument."  

http://en.wikipedia.org/wiki/Aristotle#cite_note-Boche.C5.84ski.2C_1951-13#cite_note-Boche.C5.84ski.2C_1951-13
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The first nine rules of the list are rules of inference that "correspond to elementary 

argument forms whose validity is easily established by truth tables."  The remaining 

ten rules are the Rules of Replacement, "which permits us to infer from any statement 

the result of replacing any component of that statement by any other statement 
logically equivalent to the component replaced."  

Here are the Rules of Inference:   
   

1. Modus Ponens (M.P.)    

  
p  q, p =>     q 

   

2.Modus Tollens (M.T.)    

  
p  q,  ~q => ~p 

   

3.Hypothetical Syllogism (H.S.) p  q ,q  r =>  p r 

  

4.Disjunctive Syllogism (D.S.) p v q ,~ p =>  q 

   

6. Absorption (Abs.) p v q , p => (p Λ q)    

  

   

7. Simplification (Simp.) p Λ q  => p 

   

8. Conjunction (Conj.) p, q =>  p Λ q 

   

9. Addition (Add.) p =>  p v q 

 

  

  

10.De Morgan's Theorem (De M.)   ~(p Λ q)   (~p v ~q)    

~(p v q)  (~p Λ ~q) 

   

11. Commutation (Com.) (p v q)   (q v p)    

 (p Λ q)  (q Λ p) 

   

12. Association (Assoc.) [p v (q v r)]   [(p v q) v r]    

  [p Λ (q Λ r)]  [(p Λ q) Λ r] 

  

   

13.Distribution (Dist)  [p Λ (q v r)]  [(p Λ q) v (p Λ r)]    

[p v (q Λ r)]  [(p v q) Λ (p v r)] 

   

14.Double Negation (D.N.) p   ~ ~p  

   

Any of the following logically equivalent expressions can replace each other wherever 

they occur: 
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15. Transposition (Trans.) (p q)   (~q  ~p)  

   

16. Material Implication (M. Imp.) (p  q)   (~p v q)  

   

17. Material Equivalence (M. Equiv.) (p  q)   [(p  q) Λ (q p)]    

(p  q)   [(p Λ q) v (~p Λ ~q)]  

   

18. Exportation (Exp.) [(p . q)  r]   [p (q  r)]  

   

19. Tautology (Taut.)  p   (p v p)    

p  (p Λ p)  

 

Quick reference 

Syllogism 
A syllogism (Greek:συλλογισμός – "conclusion," "inference") or logical 

appeal is a kind of logical argument in which one proposition (the conclusion) 
is inferred from two others (the premises) of a certain form. 

In Prior Analytics, Aristotle defines syllogism as "a discourse in which, certain 

things having been supposed, something different from the things supposed 
results of necessity because these things are so." (24b18–20) 

Despite this very general definition, he limits himself first to categorical 

syllogisms (and later to modal syllogisms). The syllogism was at the core of 

traditional deductive reasoning, where facts are determined by combining 

existing statements, in contrast to inductive reasoning where facts are 

determined by repeated observations. Syllogism was superseded by first-

order predicate logic following the work of Frege, in particular 1879 
Begriffsschrift (Concept Script) 1879. 

Basic structure 

A categorical syllogism consists of three parts: the major premise, the minor 
premise and the conclusion. 

Each part thereof is a categorical proposition, and each categorical position 

containing two categorical terms. In Aristotle, each of the premises is in the 

form "Some/all A belong to B," or "Some/all A is/are [not] B," where "A" is 

one term and "B" is another, but more modern logicians allow some variation. 

Each of the premises has one term in common with the conclusion: in a major 

premise, this is the major term (i.e., the predicate of the conclusion); in a 

minor premise, it is the minor term (the subject) of the conclusion. For 
example: 

Major premise: All men are mortal.  

Minor premise: Socrates is a man.  

Conclusion: Socrates is mortal.  
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Each of the three distinct terms represents a category, in this example, 

"men," "mortal," and "Socrates." "Mortal" is the major term; "Socrates", the 

minor term. The premises also have one term in common with each other, 

which is known as the middle term in this example, "man." Here the major 

premise is universal and the minor particular, but this need not be so. For 
example: 

Major premise: All mortals die.  

Minor premise: All men are mortals.  

Conclusion: All men die.  

Here, the major term is "die", the minor term is "men," and the middle term 

is "mortals". Both of the premises are universal. 

 

http://en.wikipedia.org/wiki/syllogism 

 

2.7 Inference Theory 

The theory associated with these rules is known as Inference Theory since it deals with 

the inferring of a conclusion from some premises or facts or axioms 

2.7.1 Formal Proof or Deduction 

The process of deriving a conclusion from a set of premises by using standard rules of 

inference   

 Each rule of inference which is used at any step of the derivation is explicitly 

mentioned 

 The rule of inference mean the criteria for finding the validity of an argument  

 The rules are expressed in the forms of statements involved  

 In any argument, a conclusion is said to be true if premises are considered to be 

true, and reasoning used in derivation of the conclusion follows some standard rules 

of inference. This type of argument is called SOUND 

 Any conclusion which is derived by using these rules called a VALID CONCLUSION  

and corresponding argument is called a VALID ARGUMENT 

2.7.2 Consistency, validity, soundness, and completeness 

Among the important properties that logical systems can have:  

 Consistency, which means that no theorem of the system contradicts another. 

 Validity, which means that the system's rules of proof will never allow a false 

inference from true premises. A logical system has the property of soundness 
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when the logical system has the property of validity and only uses premises 

that prove true (or, in the case of axioms, are true by definition).  

 Completeness, which means that if a theorem is true, it can be proven.  

 Soundness, which means that the premises are true and the argument is 
valid.  

Some logical systems do not have all four properties. First-order predicate logics not 

extended by specific axioms to be arithmetic formal systems with equality can be 

complete and consistent.  

2.8 Methods to determine validity of conclusion 

2.8.1 Validity using Truth Table 

Let A and B be two statement formulas. We say that 

ñB logically follows from Aò or ñB is valid conclusion (consequence) of the 

premiseò  

Iff         A  B is a tautology i.e. A => B 

                            OR 

From a set of premises {H1, H2,ééé,Hm} a conclusion C follows 

logically  

iff   H1 ǭ H2 ǭ éééé.. ǭ Hm  => C  

 

Example 

Determine whether the conclusion C follows logically from the premises H1 and H2 

1. H1 : P  Q   H2 :P    C:Q 

Solution  

P Q P  Q (P  Q) Λ P (P  Q) Λ P  Q 

T T T T T 

T F F F T 

F T T F T 

F F T F T 

 

 

2. H1 : P  Q   H2 : ¬P    C:Q 
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P Q P  Q ¬P (P  Q) Λ ¬P (P  Q) Λ ¬P  Q 

T T T F F T 

T F F F F T 

F T T T T T 

F F T T T T 

 

3. H1 : P  Q   H2 : ¬(P ǭ Q)    C: ¬P 

 

P Q ¬P P  Q ¬(P ǭ Q)     P  Q ǭ â(P ǭ Q)     P  Q ǭ â(P ǭ 

Q) ¬P 

T T F T F F T 

T F F F T F T 

F T T T T T T 

F F T T T T T 

 

4. H1 : ¬P   H2 :PQ    C: ¬(P Λ Q) 

P Q ¬P PQ ¬(P ǭ Q)     PQ ǭ âP (PQ ǭ âP)¬(P Λ Q) 

 

T T F T F F T 

T F F F T F T 

F T T F T F T 

F F T T T T T 

 

5. H1 : P  Q   H2 :Q    C:P 

P Q P  Q (P  Q) Λ Q P  Q ǭ QP 

T T T T T 

T F F F T 
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F T T T T 

F F T F T 

 

2.8.2 Rules of Inference 

Rule P (premise): A premise can be inserted at any point in the derivation 

Rule T: If the formula q is tautologically implied by any one or more of the previous 

formulas in a derivation, then q can be inserted in the derivation  

 

2.8.3 DIRECT PROOF 

A direct proof is a proof in which the truth of the premises of a theorem are shown to 

directly  imply the truth of theorem’s conclusion  

OR 

The process of derivation by which one demonstrates that a particular formula is a 

valid consequence of a given set of premises using rule P and T. 

 

I column: set of numbers for each line represents the premises on which the formula 

in the row depends. 

II column: number designates line of derivation in which it occurs.  

III column: shows the formula  

IV column: shows the rule of inference P or T followed by a comment describing from 

which formulas and tautology that particular formula has been derived. 

 

Example 1 

Demonstrate that r is a valid inference from the premises   p  q, q  r and p 

Solution 

I II III IV 

{1} (1) p  q Rule P 

{2} (2) p Rule P 

{1,2} (3) q Rule T,(1),(2) and 

modus ponens 
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{4} (4) q  r Rule P 

{1,2,4} (5) r Rule T,(1),(2) and 

modus ponens 

 

Example 2 

Show that ¬p is tautologically implied by    ¬ (p Λ ¬q), ¬q Ȋ r and ¬r 

Solution 

I II III IV 

{1} (1) ¬ (p Λ ¬q) Rule P 

{1} (2) ¬p Ȋ q Rule T,(1) and De 

Morgan’s Law  

{1} (3) p  q Rule T,(2) and p  

q   ¬p ν q 

{4} (4) ¬q Ȋ r Rule P 

{4} (5) q  r Rule T,(4) and p  

q   ¬p ν q 

{1,4} (6) p  r Rule T,(3),(5) and 

hypothetical 

syllogism 

{7} (7) ¬r Rule P 

{1,4,7} (8) ¬p Rule T,(6),(7) and 

modus tollen 

 

 Example 3 

Show that R Ȋ S follows logically from the premises (C Ȋ D), (C Ȋ D)  ¬H, ¬H (A 

ǭ âB), (A ǭ âB)  R Ȋ S 

Solution 

I II III IV 

{1} (1) (C Ȋ D)  ¬H Rule P 

{2} (2) ¬H (A ǭ âB) Rule P 



Logical Equivalence and Inference Theory 

Institute of Lifelong Learning, University of Delhi 

{1,2} (3) (C Ȋ D) (A ǭ 

¬B) 

Rule T, (1), (2) and 

hypothetical 

syllogism 

{4} (4) (A ǭ âB)  R Ȋ S Rule P 

{1,2,4} (5) (C Ȋ D)  R Ȋ S Rule T, (3), (4) and 

hypothetical 

syllogism 

{6} (6) (C Ȋ D) Rule P 

{1,2,4,6} (7) R Ȋ S Rule T,(5),(6) and 

modus ponens 

 

Example 4 

Show that S Ȋ R is tautologically implied by (P Ȋ Q) ǭ (P  R) ǭ (Q  S) 

Solution 

I II III IV 

{1} (1) P Ȋ Q Rule P 

{1} (2) ¬P  Q Rule T,(1), ¬(¬p) 

 p  and p                  

q   ¬p ν q  

{3} (3) Q S Rule P 

{1,3} (4) ¬P  S Rule T, (2), (3), 

and hypothetical 

syllogism 

{1,3} (5) ¬S  P Rule T, (4) and 

¬(¬p)  p and p                  

q   ¬q  ¬p 

{6} (6) P  R Rule P 

{1,3,6} (7) ¬S  R Rule T,(5),(6) and 

hypothetical 

syllogism 

{1,3, 6} (8) S Ȋ R Rule T,(7),p  q   

¬p ν q and ¬(¬p) 

 p 
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Example 5 

Show that R ǭ (P Ȋ Q) is a valid conclusion from premises P Ȋ Q, Q  R, P  M and 

¬M 

Solution 

I II III IV 

{1} (1) P  M Rule P 

{2} (2) ¬M Rule P  

{1,2} (3) ¬P Rule T, (1), (2) and 

modus tollen 

{4} (4) P Ȋ Q Rule P 

{1,2,4} (5) Q Rule T,(3), (4) and 

disjunctive 

syllogism 

{6} (6) Q  R Rule P 

{1,2,4,6} (7) R Rule T,(5),(6) and 

modus ponens 

{1,2,4, 6} (8) R ǭ (P Ȋ Q) Rule T,(4),(7) and 

p, q  =>p Λ q  

Example 6 

Show:  ¬Q, P  Q => ¬P 

Solution 

I II III IV 

{1} (1) P  Q Rule P 

{1} (2) ¬Q  ¬P Rule T, (1) and p                  

q   ¬q  ¬p) 

{3} (3) ¬Q Rule P 

{4} (4) ¬P Rule T, (2), (3) and 

modus ponens 

 

2.8.4 Proof using CP Rule  

Rule CP:  
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 CP stands for CONDITIONAL PROOF. 

 It is also known as DEDUCTION THEOREM.  

 It states that  

 if we can derive a formula q from p and a set of premises 

 then we can derive p  q  from the set of premise alone 

 Used in the cases, where conclusion is of the form p  q. In this case p is 

taken as extra premise and q is derived from the given premises and from p. 

 MODUS PONEN or LAW OF DETACHMENT i.e. (p Λ (p  q))  q  is the 

basis for rule of inference 

Illustrative Example 

Assume as a premise that 

 All Greeks are European  

Now consider the claim  

Clinton was Greek . 

 So it tells us that from the premise All Greeks are European alone 

 we can derive  

If Clinton was Greek, Clinton was European.  

In what follows, when we prove a conditional by assuming the antecedent and deriving 

the consequent, the justification for the proof is the Rule of Conditional Proof (CP). 

Quick Reference 

Modus ponens 
In classical logic, modus ponendo ponens (Latin for the way that affirms by 

affirming;often abbreviated to MP or modus ponens) is a valid, simple 

argument form sometimes referred to as affirming the antecedent or the 

law of detachment. It is closely related to another valid form of argument, 
modus tollen. 

Modus ponens is a very common rule of inference, and takes the following 
form: 

If P, then Q.  

P.  

Therefore, Q 

Explanation  
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The argument form has two premises. The first premise is the "if–then" or 

conditional claim, namely that P implies Q. The second premise is that P, the 

antecedent of the conditional claim, is true. From these two premises it can 

be logically concluded that Q, the consequent of the conditional claim, must 

be true as well. In Artificial Intelligence, modus ponens is often called forward 

chaining. 

An example of an argument that fits the form modus ponens: 

If today is Tuesday, then I will go to work.  

Today is Tuesday.  

Therefore, I will go to work.  

This argument is valid, but this has no bearing on whether any of the 

statements in the argument are true; for modus ponens to be a sound 

argument, the premises must be true for any true instances of the conclusion. 

An argument can be valid but nonetheless unsound if one or more premises 

are false; if an argument is valid and all the premises are true, then the 

argument is sound. For example, I might be going to work on Wednesday. In 

this case, the reasoning for my going to work (because it is Wednesday) is 

unsound. The argument is only sound on Tuesdays (when I go to work), but 

valid on every day of the week. A propositional argument using modus 
ponens is said to be deductive. 

In single-conclusion sequent calculi, modus ponens is the Cut rule. The cut-

elimination theorem for a calculus says that every proof involving Cut can be 

transformed (generally, by a constructive method) into a proof without Cut, 

and hence that Cut is admissible. 

Justification via truth table 

The validity of modus ponens in classical two-valued logic can be clearly 
demonstrated by use of a truth table. 

p Q p → q 

T T T 

T F F 

F T T 

F F T 
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In instances of modus ponens we assume as premises that p Ÿ q is true and 

p is true. Only one line of the truth table - the first - satisfies these two 
conditions. On this line, q is also true. Therefore, whenever p Ÿ q is true and 

p is true, q must also be true. 

 
 

 

Example 1 

Derive the following using the CP rule: 

(¬p Ȋ q, ¬q Ȋ r, r  s)   (p  s) 

Solution 

I II III IV 

{1} (1) ¬p Ȋ q Rule P 

{1} (2) p  q Rule T,(1) and 

EQ16 (p  q   ¬p 

ν q) 

{3} (3) p  Rule P(assumed 

premise)  

{1,3} (4) q Rule T,(2),(3) 

modus ponens 

{5} (5) ¬q Ȋ r Rule P 

{1,3,5} (6) r Rule T,(4),(5) and 

disjunctive 

syllogism 

{7} (7) r  s Rule P 

{1,3,5,7} (8) s Rule T,(6),(7) and 

modus ponens 

{1,5,7} (9) p  s Rule CP 

 

Example 2 

Show that R  S can be derived from premises: 

P   (Q  S), ¬R Ȋ P, Q  



Logical Equivalence and Inference Theory 

Institute of Lifelong Learning, University of Delhi 

Solution 

Instead of deriving R  S, we shall include R as an additional premise and show S 

first.    

I II III IV 

{1} (1) ¬R Ȋ P Rule P 

{2} (2) R Rule P(assumed 

premise)  

{1,2} (3) P  Rule T,(1),(2) and 

disjunctive 

syllogism  

{4} (4) P   (Q  S) Rule P  

{1,2,4} (5) Q  S Rule T,(3),(4) and 

modus ponens 

{6} (6) Q Rule P 

{1,2,4,6} (7) S Rule T,(5),(6) and 

modus ponens 

{1,3,5,7} (8) R  S Rule CP  

 

Applicative Examples 

Example 1 

“If there was a ball game, then traveling was difficult. If they arrived on time, then 

traveling was not difficult. They arrived on time. They arrived on time. Therefore, 

there was no ball game.” Show that these statements constitute a valid argument  

Solution 

Let   P: There was a ball game  

 Q: Traveling was difficult  

 R: They arrived on time 

We are required to show from premises P  Q, R  ¬Q and R the conclusion ¬P 

follows. 

  

I II III IV 
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{1} (1) P  Q Rule P 

{2} (2) R   ¬Q Rule P 

{2} (3) Q  ¬R Rule T,(2) and  (p 

 q ¬q  

¬p)modus ponens 

and double 

negation 

{1,2} (4) P  ¬R Rule T,(1), (3) and 

hypothetical 

syllogism  

{5} (5) R Rule P 

{5} (6) ¬(¬R) Rule T,(5), Double 

Negation  

{1,2,5} (7) ¬P Rule T,(4),(6) and 

modus tollen 

 

      OR 

A Simpler Proof 

I II III IV 

{1} (1) R   ¬Q Rule P 

{2} (2) R   Rule P 

{1,2} (3) ¬Q Rule T,(1),(2) 

modus ponens 

{4} (4) P  Q Rule P 

{1,2,4} (3) ¬P Rule T,(3),(4) and 

modus tollens 

 

Example 2 

If A works hard, then either B or C will enjoy themselves. If B enjoys himself, then A 

will not work hard. If D enjoys himself, then C will not. Therefore, if A works hard, D 

will not enjoy himself.  

Solution 

Let  A: A works hard 
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 B: B will enjoy himself  

 C: C will enjoy himself 

 D: D will enjoy himself 

1. Show that A  ¬D follows from A  B Ȋ C, B  ¬A, D ¬ C 

2. Include A as an additional premise and show ¬D follows logically from all the 

premises including A 

3. Finally use CP rule to obtain the result  

I II III IV 

{1} (1) A Rule P(assumed) 

{2} (2) A  B Ȋ C Rule P 

{1,2} (3) B Ȋ C Rule T,(1),(2) and 

modus ponens 

{1,2} (4) B  ¬C Rule T,(3) and P  Q 

 P Ȋ ¬Q   

{5} (5) B  ¬A Rule P  

{1,5} (6)  ¬B Rule T,(1),(5)and 

modus tollen 

{1,2,5} (7) C Rule T,(4),(6) and 

modus tollen and 

double negation 

{8} (8) D  ¬C  Rule P 

{1,2,5,8} (9) ¬D Rule T,(7),(8) and 

modus tollen  

 

2.8.5 Consistency of Premises and Indirect Method of Proof 

A set of formulas A1, A2, ………, Am is said to be consistent if their conjunction has the 

truth value T for some assignment of the truth values to the atomic variables 

appearing in A1, A2, ………, Am 

If for every assignment of truth values to the atomic variables at least one of the 

formulas A1, A2, ………, Am is false, so that their conjunction is identically false, then 

the formulas A1, A2, ………, Am are called inconsistent 
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Alternatively, a set of formulas A1, A2, ………, Am is inconsistent if their conjunction 

implies a contradiction  and it is necessary and sufficient for the implication that A1 Λ 

A2 Λ ……… Λ Am is a contradiction  

This notion of inconsistency is used in a procedure called proof of contradiction or 

reduction and absurd or indirect method of proof  

 Example 1 

Using indirect method show that: 

(r  ¬q, r Ȋ s, s  ¬q, p q)   ¬p  

Solution 

I II III IV 

{1} (1) P  Q Rule P 

{2} (2) P Rule P(assumed) 

{1,2} (3) Q Rule T,(1),(2) and 

modus ponens 

{4} (4) S  ¬Q Rule P  

{1,2,4} (5) ¬S Rule T,(3),(4) and 

modus tollen 

{6} (6)  R  Ȋ S Rule P  

{1,2,4,6} (7) R Rule T,(5),(6) and 

disjunctive 

syllogism 

{8} (8) R  ¬Q  Rule P 

{8} (9) ¬R Ȋ âQ Rule T,(8) and 

EQ16 (p  q   ¬p 

ν q) 

{8} (10)   ¬ (R Λ Q) Rule T,(8) and De 

Morgan’s Law 

{1,2,4,6} (11) R Λ Q Rule T,(7),(3) and 

conjunction 

{1,2,4,6, 8} (12) R Λ Q Λ ¬(R Λ Q) Rule T,(10),(11) 

and conjunction 

 

Hence it leads to a CONTRADICTION, therefore argument is not valid 
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Example 2 

Show that ¬(P Λ Q) follows from  ¬P Λ ¬Q: 

Solution 

We introduce ¬¬(P Λ Q) as an additional premise and show that the additional 

premise leads to a contradiction 

  

I II III IV 

{1} (1)  ¬¬(P Λ Q) Rule P(assumed) 

{1} (2) P Λ Q Rule T,(1) and 

Double Negation 

{1} (3) P Rule T,(2) and 

simplification 

{4} (4) ¬P Λ ¬Q Rule P  

{4} (5) ¬P Rule T,(4) and 

simplification 

{1,4} (6) P Λ ¬P Rule T,(3),(5) and 

p, q  =>p Λ q 

 

This shows CONTRADICTION so, arguments are invalid. 

 

Applicative Examples 

Example 1 

Show that the following premises are inconsistent  

1. If Jack misses many classes through illness, then he fails high school 

2. If Jack fails high school, then he is uneducated  

3. If Jack reads a lot of books, then is not uneducated. 

4. Jack misses many classes through illness and reads a lot of books 



Logical Equivalence and Inference Theory 

Institute of Lifelong Learning, University of Delhi 

 Solution 

Assume  

p : Jack misses many classes through illness 

q : Jack fails high school 

r : Jack is uneducated  

s : Jack reads a lot of books 

so, the statement formula for the sentences are 

1. p  q 

2. q  r 

3. s  ¬r 

4. p Λ s 

 

 

I II III IV 

{1} (1) p  q Rule P 

{2} (2) q  r Rule P 

{1,2} (3) p  r 

 

Rule T,(1),(2) and 

hypothetical 

syllogism 

{4} (4) s  ¬r Rule P  

{4} (5)  r  ¬s Rule T,(3),(4) and 

(p  q ¬q  ¬p) 

{1,2,4} (6)  p  ¬s Rule T,(4),(5) and 

hypothetical 

syllogism  

{1,2,4} (7)  ¬p Ȋ ¬s Rule T,(6) and (p  

q   ¬p ν q) and 

double negation 

{1,2,4} (8)  ¬(p  Λ s) Rule T,(7) and 

Demorgan’s Law 
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{9} (9) (p  Λ s) Rule P 

{1,2,4,9} (10) (p  Λ s) Λ ¬(p  Λ 

s) 

Rule T,(8), (9) and 

p,q [ p Λ q 

 

This shows CONTRADICTION. Hence statements are not consistent  

 

 

Summary 

 Two compound propositions p and q are said to be logically equivalent, if their 

truth values are same for each different combinations of the truth values of 

the components involved in them 

 Equivalence relation is symmetric and transitive 

 Logical equivalence of proposition can be checked by comparing last columns 

of their truth tables 

 Inference Rule is a procedure which combines known facts to produce ("infer") 

new facts. 

 The process of deriving a conclusion from a set of premises by using standard 

rules of inference is known as Formal Proof or Derivation   

 Consistency means that no theorem of the system contradicts another. 

 Validity means that the system's rules of proof will never allow a false 

inference from true premises. 

 Completeness means that if a theorem is true, it can be proven.  

 Soundness means that the premises are true and the argument is valid.  

 Set of premises {H1, H2,………,Hm} a conclusion C follows logically iff  H1 Λ H2 Λ 

………….. Λ Hm  => C  

 A direct proof is a proof in which the truth of the premises of a theorem are 

shown directly imply the truth of theorem’s conclusion  

 CONDITIONAL PROOF is a rule of logic that allows you to prove a conditional 

by using the ASSUMPTION of the conditional's antecedent to get its 

consequent. 

 Proof by contradiction is a form of proof that establishes the truth or validity 

of a proposition by showing that the proposition being false would imply a 

contradiction 

http://en.wikipedia.org/wiki/Consistency_proof
http://en.wikipedia.org/wiki/Validity
http://en.wikipedia.org/wiki/Completeness
http://en.wikipedia.org/wiki/Soundness
http://en.wikipedia.org/wiki/Mathematical_proof
http://en.wikipedia.org/wiki/Truth#Formal_theories
http://en.wikipedia.org/wiki/Validity
http://en.wikipedia.org/wiki/Proposition
http://en.wikipedia.org/wiki/Contradiction
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 The theory associated with inference  rules is known as Inference Theory 

 

Exercises   

1. Show the following equivalences:- 

a. P (Q P) ¬P (PQ) 

b. P (Q ν R)  (PQ) ν (PR) 

c. (PQ) Λ (RQ)  (P ν R) Q 

2. Show that P is equivalent to following formulas 

a. ¬¬P 

b. P Λ P 

c. P ν P 

d. P ν (P Λ Q) 

e. P Λ (P ν Q) 

f. (P Λ Q) ν (P Λ ¬Q) 

g. (P ν Q) Λ (P¬Q) 

3. Show the following equivalences. 

a. ¬ (P Λ Q) ¬P ν ¬Q 

b. ¬ (P ν Q) ¬P Λ ¬Q 

c. ¬ (PQ)  P Λ ¬Q 

d. ¬ (P↔Q)  (P Λ ¬Q)( ¬P Λ Q) 

4. Show that the conclusion C follows from the premises H1 , H2, …….. in the following  

a. H1 : P  Q                 C:P  (P Λ Q) 

b. H1 : ¬P Ȋ Q    H2 : ¬(Q Λ ¬R)   H3 : ¬R       C:¬P 

c. H1 : ¬P     H2 : P Ȋ Q             C:Q 

d. H1 : ¬Q     H2 : P  Q             C:¬P 

e. H1 : P  Q       H2 : Q  R          C:P R 

f. H1 :R     H2 : P Ȋ ¬P              C:R 
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Glossary 

Compound Statement: If two or more statements are combined by the use of words 

like 'AND', 'OR', 'IF AND ONLY IF ', then the resulting statement is called a compound 

statement. 

Contradiction:  A contradiction consists of a logical incompatibility between two or 

more propositions. It occurs when the propositions, taken together, yield two 

conclusions which form the logical, usually opposite inversions of each other 

Premise: A proposition supporting or helping to support a conclusion. 

Proposition: A proposition, or statement, is any declarative sentence which is either 

true (T) or false (F). 

Propositional Calculus: Propositional Calculus is the calculus of propositions. The 

term "calculus" is a generic name for any area of mathematics that concerns itself 

with calculating. 

Sentence: A sentence is a statement if it is either true or false, but not both. 

Statement formula: It is an expression which consist of variables, parentheses, and 

connective symbols  

Truth Table: A truth table indicates the truth values of a number of statements and 

their compound statements in a compact form. 

Truth value: In logic and mathematics, a logical value, also called a truth value, is a 

value indicating the relation of a proposition to truth. In classical logic, the truth values 

are true and false. 
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