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1. Learning outcomes:
After studying this chapter you should be able to

» Understand the eigen values and eigenvectors of a matrix.
find the characteristic equation of a matrix

understand Cayley-Hamilton theorem

define the algebraic multiplicity of an eigenvalue
understand the similarity of matrices

YV V VYV V

2. Introduction:

The eigenvalue and eigenvectors are of considerable theoretical interest
and wide-ranging application throughout the pure and applied
mathematics. Eigen value and eigenvectors are used to solve the systems
of differential equations, continuous dynamical systems, calculating
powers of matrices (in order to define the exponential matrix) and
analyzing the population growth models. They provide critical information
in engineering design and arise naturally in fields such as physics,
chemistry, statistics, biology, sociology and.
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3. Characteristic Equation:

Let A be a square matrix of order n, such that

a, a, ———
A 8y T 9y
A =
_aml Anz e A B

Then we can form a matrix A-AI, where I is the unit matrix of order n
and X is any scalar.

an_/1 a, T - a,
ay, ay, - a,,
A-Al =
™ Ay _ T amn_/l_

Then, the determinant of this matrix equated to zero, i.e.

ail_ﬂ‘ a, Fod a,
Ay Ay -y 3 ay,
|A-Al| = ' ' N = 0
aml am2 L ar a'mn_/1

is called the characteristic equation of the matrix A. On expanding the
determinant, the characteristic equation can be written as a polynomial
equation of degree n in A and is of the form

DM+ aA"t + @A "t +---+a, =0
where aj, a3, - - -, a, are the constants.

The roots of this equation are called the characteristic roots of the matrix
A.
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4. Eigen Values and Eigenvectors:

We know that a linear transformation T: V — V can be expressed by a
matrix representation as follows.

T(x) = AX (1)
where A is a matrix

In practice, we are more interested to find those vectors x which
transforms into scalar multiples of themselves.

Let x be such a vector which transform into A multiple of itself by the
transformation T. Then

T(x) = AX (2)
where A is a scalar.
Then we have

AX = X
= (A-A)x=0 (3)

This can be represented by the n-homogeneous linear equations as
follows

(@11 - A )Xy +apXxao+---+ainxp =0
a1 X1+ (@x2-A)Xo+---+anx,=0 (4)
an1 X1 + a2+ ---+(@mm-A) Xp =0

We know that h—-homogeneous equations in n-variables have a non-trivial
solution if and only if the co—efficient matrix is singular, i.e. if

IA-2I] =0 (5)

We know that |A — AI| = 0 is the characteristic equation of the matrix A,
which has n-roots known as the eigenvalues of A.

Corresponding to each root or we can say to each eigen value of matrix
A, the homogeneous system (3) has a non-zero solution
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X

n

which is called an eigenvector or latent vector.

Thus the Eigenvalue and Eigenvector of a Matrix may be defined
as follows:

Let A be a square matrix of order n. Then the non-trivial solution vector x
of the equation

AX = AX

for any scalar A. Then this solution vector x is called an eigenvector of
matrix A corresponding to A, which is called an eigenvalue of A.

Value Addition: Note

1. Consider an n x n non-zero matrix A. Then a nonzero vector x is
called an eigenvector of the matrix A if there exists a nontrivial
solution x of Ax = Ax corresponding to A. And the scalar A is called
an eigenvalue of matrix A.

2. The eigenvector corresponding to an eigenvalue may not be
unique i.e. there may exists more than one eigenvectors
corresponding to an eigenvalue.

3. Corresponding to a non-singular n x n square matrix A there
exist eigenvalues. Which may be all real, some real and some
complex or all complex.

Example 1. Prove that 0 is a characteristic root of a matrix if and only if

the matrix is singular.

Solution: The characteristic root of a matrix A is given by |A - AI| = 0. If
A =0, thenit gives |A| =0

= A is singular.
Again if matrix A is singular, then
|A-AIl =0
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= |A]-AI] =0

Example 2: The sum of the eigen value of a square matrix is equal to the

sum of the elements of its principal diagonal.

Solution: Let A-=|a,| = be a square matrix of order 3. Characteristic

3x3

equation of A is

[A-2I | =0
ay, -4 a, a;
= ay ay, -4 dy =0
ay = ds; -4
= D+ %4 (a1 +axp+as3)-..=0 ..(1)

But by the definition of characteristic equation, we have
JA-AT | = (-1)> (A - A1) (2= 22) (& - A3)
=23+ A2 1+ o+ A3) - (2)
Comparing equations (1) and (2), we get
A+ A2 + A3 = a1 + axx + ass.

Thus, the sum of the eigen value of a square matrix is equal to the sum of

the elements of its principal diagonal.

5. Cayley—-Hamilton Theorem:
Theorem 1: Every square matrix satisfies its own characteristic equation.

Proof: Let A = [a;j]n.n be @ square matrix, then
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a; &, ——— &,
A 3, —- QG
A =
_anl anZ - ann_
Now
ail_ﬂ“ a, ¥ & a,
ay azz_ﬂ* L W] ),
A-l =
L Ay a,, il ann_ﬂ'_

Therefore, the characteristic equation is

|A-AIl =0
=  aA" + a4 @A™ + -------- +al=0 = e (1)
We have to prove that the matrix A satisfies the equation (1), i.e.

a0A" + ail" ! + @AM 4 --m-e-- +an=0 e (2)

Since, the elements of the matrix A-AI are of first degree in A and the
elements of Adj (A — AI) are at most of degree (n — 1) in A because some
terms may cancelled.

Therefore, we can write

Adj (A = AI) = BoA™?! + BiA™2 +

+ Bn_27\4 + Bn_]_

where By, Bj, Bn_> , Bn.1 are matrices or order n x n.
We know that

(A —2I) Adj.(A—AD) = |A - AI| I

(A = AI) (BoA™?! + BiA"2 +

=
On equating the coefficients of like power of A on both sides, we get
— Bo = do I
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ABO — Bl di I
ABl — Bz = d> I
ABn-l = dn I

premultiplying above relations by A", A", A"2, --- A, and I respectively
and adding we get

0=ag A"+ a]A"! + —----- + an1 A + an
=  a A"+ a;A"! + ---—--- +ani1A+an=0

Thus, every square matrix satisfies its own characteristic equation.

Value Addition: Inverse of a matrix can be found using
Cayley—-Hamilton Theorem.

We know that every square matrix satisfies its characteristic equation,
i.e.,

agA"+a A"t +---+a, 1 A+a, =0 --—---- (1)
on multiplying by A™!, we have

ac A" +aA"? +---+a4I +a,At=0  ------ (2)
= Al = —i[ do AR F alA”’z + ---+ apal]

Thus, Cayley—Hamilton theorem gives another method for competing the
inverse of a sequence matrix.
If we again multiply equation (2) by A, we have

A AT Y g AT e AN A, ALY TanAZ=0

- A?= —i[ ag A% + a A" + - - - + ann I + anAl]
Hence, by using Cayley—Hamilton theorem, we can also final A and
hence we can find A, A™, - - - etc.

Theorem 2: The eigenvalues of a triangular matrix are the entries on its
main diagonal.

Proof: For the sack of simplicity, we have considered a 3 x 3, upper
triangular matrix A such that

a, &, a;
A=10 ay, ay
0 0 a;

Then,
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a, — A a5, A3

The scalar X is an eigenvalue of A if and only if the equation (A - AI)x = 0
has a nontrivial solution that is if and only if the equation has a free
variable. Because of zero entries in A — AIL. It is easy to see that (A - AI)x
= 0 has a free variable if and only if at least one of the entries on the
diagonal of A — Al is zero. This happens if and only if A equals of the
entries ai1, azy; ass in A.

Theorem 3: The eigenvalues of a unitary matrix are of unit modulus.
Proof: Let A be a unitary matrix so that
A*X A =1 =AA* ..(1)

If A is a characteristic root of the matrix A and x is its eigenvector, then

we have

AX = AX ..(2)
Taking transpose conjugate of (2), we have

(AX)* = (Ax)*

X*A* = 7 x* ...(3) [Since A* = 1]
On multiplying (2) and (3), we get

(30 A%) () = (Zx¥) ()
= x* (A*A)X = A4 (X*X)
= X*X = A i (X*X) [using (1)]

= (1-42)x*x=0 .(4)

Since X is a characteristic vector, x # 0
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Consequently, x*x =0

Hence equation (4) gives
1-42=0 = =1

= 17 =1 = 2] =1

Hence the characteristic roots of a unitary matrix are of unit modulus.

Value Addition: Unitary Matrix

A matrix A is said to be unitary matrix if and only if A* A =1 = AA*

Where A* is the transpose of A and I is the identity matrix.

Example 3. Show that for any square matrix A, A and A* have same set

of eigen values.

Solution: Let A be a square matrix. Then the characteristic equation of A

is

|[A-AIl =0 (1)
Let A* be the transpose of A.
Then the characteristic equation of A* will be

|[A* -AIl =0 -.(2)

Since the interchange of rows and columns does not alter the value of the

determinant we have.
|A* - AI| = |A - Al
|[A - LIl = |A-AL* = |A* - AT*| = [A* - Al asI* =1

Hence the eigen values of matrix A and its transpose A* are same.
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Example 4: Product of all eigen values of a square matrix A is equal to

the determinant of matrix A.

Solution: Let A = [ajj]n x n be a given square matrix and A1, X2, A3 ...... , An

be its eigen values. If ¢(1) be the characteristic polynomial then,

o(r) = [ A-2l|
a, A ... ... a,,
_ a,, a,, — A . a,,
anl an2 ...... ann — /)

CDM A"+ pr A"+ po A" + L+ p}
= (-1)"{(A - A1) (A -22) (A -2A3) oo (M- An)T
Putting A = 0, we get
¢(0) = (-1)" (-1)" Mir2h3...n
|[A] = A1AoAs..An
Hence the product of all eigen values of A is equal to determinant (A).
Theorem 4: The eigenvalues of a Hermitian matrix are all real.

Proof: Let A be the eigenvalue of a Hermitian matrix A. Then there exists

a non-zero eigenvector x such that

AX = AX ..(1)
Pre-multiplying both sides of (1) by x*, we get

X*AX = X*AX ..(2)
Transpose conjugate of (2) gives

(X*Ax)* = (Ax*x)*
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= XF¥A¥(X*) = xX*F(x*)* A* [By reversal law]
= X*¥A*X = X*X 71 [ a*x=21]
But A is a Hermitian matrix therefore, A* = A
Thus, we have

X*AX = 2 X*X ..(3)
From (2) and (3), we have

X *(AX) = X * X

= (ﬂ—/f)x*x:o ..(4)

Since x is a non-zero eigenvector
x*x # 0

Hence from (4), we have
A-4=0 = A=1

which is possible only when X is real.

Hence the eigenvalues of a Hermitian matrix are all real.

Value Addition: Hermitian Matrix

A Matrix A is said to be Hermitian matrix if and only if A* = A.

Theorem 5: The eigenvalues of a skew-hermitian marix is either zero or

purely an imaginary number.
Proof: Since A is a skew-Hermitian matrix

iA is a Hermitian matrix.
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Let A be a characteristic root of A.

Then, Ax = Ax = (JA)x = (iL)X

= i\ is a characteristic root of matrix JA.
But /A is a Hermitian matrix.

Therefore i\ should be real.

Hence A is either zero or purely imaginary.

Value Addition: Skew-Hermitian Matrix

A Matrix A is said to be Skew-Hermitian matrix if and only if A* = - A.

Theorem6: The characteristic roots of an idempotent matrix are either

Zero or unity.
Proof: Since A is an idempotent matrix.
A% = A,

Let x be a eigenvector of the matrix A corresponding to the eigenvalue A
so that

AX = AX i
= (A-A)x=0 such that x = 0
Pre-multiplying (1) by A
A(Ax) = A(AX) = L(AX)
=  (AA)X = A(Ax) [by (1)]

=N A’x = A%x = Ax = A%x [Since A2 = A]
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= X =2A%X [by (1)]
= (W-M)x=0 = A-1=0 [Since x = 0]
= rMr-1)=0

= A =0, 1.

Value Addition: Idempotent Matrix

A Matrix A is said to be Idempotent matrix if and only if A> = A.

Theorem 7: The vi, vz, . . ., vy are eigenvectors that correspond to
distinct eigenvalues Xi, A2,. . ., An Of an n x n matrix A, then the set {vi,
V2, . . ., Vny is linearly independent.

Proof: Suppose {vi, V2, . . ., Vnt is linearly dependent. Since v; is
nonzero, Let p be the least index such that vp41 is a linear combination of
the preceding (linearly independent) vectors. Then there exist scalars ai,
ai, . . ., ap such that

aivi + axVo + ... + ap Vp = Vp4sg (1)

Multiplying both sides of (1) by A and using the fact that Avy = Agvk for
each k, we obtain

a1Avi + a Avp + .. . + ap Avp = AVpyg

Multiplying both sides of (1) by Ap+1 and subtracting the result from (2),
we have

ai (b — Kp+1)V1 + a; (A2 - 7\.p+1)V2 S .+Cp(7\,p — 7\.p+1)Vp =0 .. (3)

Since {vi, V2, . . ., Vpy is linearly independent, the weights in (3) are all
zero. But none of the factors (A1 — Ap+1) are zero, because the eigenvalues
are distinct. hence aj =0 fori =1, ...... , p. But then (1) says that vpy1 =
0, which is impossible. Hence {vi, v, . . ., vh} cannot be linearly
dependent and therefore must be linearly independent.
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Value Addition: Note

A set of vectors {vi, V2, . . ., Vp} is called linearly dependent if any one of
them can be written as a linear combination of other vectors.

Example 5: Find the eigen values and eigen vector of the matrix
A= { ' ‘2}.
-
Solution: The characteristic equation of the given matrix is
IA-AIl =0

‘I—/I —2‘
or

— oL 47

= A-5-6 =0

=3 A=6,-1.

Thus, the eigen values of A are 6, - 1.

Corresponding to A = 6, the eigen vectors are given by

(A-6D)X; =0
or [1-6 —2}[&} -0
| -5 4-6]x,

or -5 _2}{)(1} =0
-5 -2|x,

We get only one independent equation — 5x; — 2x, = 0

X,
-5

k, (say)

X1 = 2k1, X2 = 5k1
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eigen vectors are X, = kl{ 25}

Corresponding to A = -1, the eigenvectors are given by

(A+1I)X> =0

ol Sl M B

X X
= L==2=k, (sa
=7 -k (say)

The eigen vectors are X, = kz m

Example 6. Find the eigen values and the corresponding eigen vectors of

EOR Y &_ 3
the matrix A= 2 1 -6/|.
-1 — 20

Solution: The characteristic equation of the given matrix is |A - AI| = 0

-2-1 2% =3
2 1-4 -6
-1 -2 -2

or =4

or  (-2-A)[-AM(1-1)=-12]-2[-2%-6]-3[-4 + 1(1-1)] =0
or AP +2A%°-214-45=0

= +3)A*-20-15)=0

= A+3))(r+3)(rA-5)=0=>1r=-3,-3,5

Thus, the eigen values of A are -3, -3, 5.

Corresponding to A = -3, the eigen vectors are given by
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(A+3I) X, =0

-1 2 3] |x
or 2 4 -6| X% |=0
-1 -2 3 X

We get only one independent equation x; + 2x; = 3x3 =0
Let x3 = kl and Xy = k2 then X1 = 3k1 = 2k2

The eigen vectors are given by

3k, - 2k, 3 -3
k, |=kl|0l+k,| 1
K, 1 0

Corresponding to A = 5, the eigen vectors are given by (A - 5I) X, = O

-7 2 3] [x] [0
3 i AAE LTS R

-1 2 5] |x| [0

7 2 -3 0] [e1h=2 2590 ]

> 4 5 o |02 ol R R

1 2 55 o 2@ 244 4
s N
Pl 2 Sl a2 e S
| 7z oGl
152 2oy % Tp sp o
O'O%sd. 164 .0 {2 :
0 16 32 o R7RAR
1 2 5 0
7l0 -8 -16 0| R,—R,+8R,
0 0 0 0]
125 0
Jlo 12 0 &%§&
000 0
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X1+ 2X2 + 5x3 =0
X2 +2x3 =0
x3 = -k, X2 = 2k, x1 = k3,
Hence the eigen vectors are given by
1

X,=k| 2
1

Example 7: Find the characteristic equation of the matrix

24 1l
A[l 2 1], and hence find its inverse Al using Cayley-Hamilton
1 -2 2

theorem.
Solution: The characteristic equation of the given matrix A is
|[A-AIl =0

2-1 -1 1
-1 2-4 -1|=0
1 -2 2-2

+ =0

(2_/12—2 -1 +—1 -1
-2 2-1 1 2-2

-1 2-2
1 -2

2-4) {2-4F -2}-1-2)+2=0.
thus the required characteristic equation is > - 632 + 8. -3 =0

Using Cayley Hamilton Theorem, we have

At = %(Az - 6A+8I)

Institute of Lifelong Learning, University of Delhi pg. 18



Eigen Values and Eigen Vectors

6 -6 5| 2 -1 1 100
At=1l|-5 7 _s5|-6/-1 2 -1|+80 1 0O
6 -9 7 1 -2 2 001
6 -6 5 -12 6 -6 8 00
At =5 7 _s5|4] 6 -12 6 |+/0 8 0
6 -9 7| |-6 12 -12| |0 0 8
2,
Therefore inverse of matrix Ais A* = %1 3 1 |.
3
0 3 3
2 1
Example 8. Find the characteristic equation of the matrix A={0 1
L+
hence, compute AL, Also find the matrix represented by
A% - 5A7 + 7A®° - 3A° + A* - 5A% + 8A% - 2A + 1.
Solution: The characteristic equation of A is
y, SFFT S 1
JA-aIl=| 0 1-2 0 |=0
1 192t
or A -52+70-3=0
By Cayley-Hamilton theorem, A3 - 5A2 + 7A-31 =0 (1)
Pre-multiplying (1) by A%, we get
AT A3 -5ATA%? + 7AT A - 3ATT = A0
= A’-5A+7I-3A"=0
= 3AT=A?-5A+7I
= Als= %(AZ - 5A + 7I) (2)

Institute of Lifelong Learning, University of Delhi
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2111211 5 4 4
Now, A>’=A.A=|0 1 0|0 1 0|=|0 1 O
1121112 4 4 5
5 4 4 10 5 5 7 00 2 -1 -1
From (2), 3A*'=/0 1 0/|-|0 5 0|+|0 7 O|=|/0 3 O
4 4 5 5 510 00 7 -1 -1 2
1 2 -1 -1
= A‘1—§ 0 3 O
-1 -1 2

Now, A® -5A” +7A° —3A° + A* -5A° +8A> —-2A+1

= A°(A* —5A? 1 7A-3I)+ A(A’> —-5A* + 7A-3)+(A* + A+ 1)

=A+A+1 [Using (1)]

(2 1 aT2A1 1] Iieell 0.0

=10 1 0|0 1 0[+]|0 0|+/0 1 0

|10 1 "2 | st A 2l llon =1

[5 41 E2ee 1T [1 0 8 55

=/0 1 0(+|0 1 0[|+|0 1 0|=|0 3 0

|4 5| S L 3 1| |5 5 8
-

Example 9. Given A=|{0 1 -1| find Adj. A by using Cayley-Hamilton

3 TR,

theorem.

Solution: The characteristic equation of the given matrix A is

|A-2I|=0
1-4 2 -1
= 0 1-2 -1 =0
3 -1 1-2

= (@A-MN[AQ-1)*-11-2[3]-1[-3(1-M)]=0
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= (1-2)@Q+2*-22-1)-6+3-31=0
= A-P-214+222-3-31=0
= - +322-5.-3=0
= AM-3*+5.+3=0
By Cayley-Hamilton theorem, matrix A should satisfy the equation
A’ -3A° +5A + 31 =0
Pre-multiplying by A, we get
A>-3A+51+3A1T=0

1

= Ajiwe —§(A2 ~3A+5I) ..(1)
I8 112 =11 [-2 5.-4
Ngw, A2 =Al. A=|0 15 =0 Sl ==312 =2
3 inlE, -1 1 6 4 -1

3 6 -3
3A=10 3 -3
9 -3 3

1 -2 5 -4 3 6 -3 500 . 0O -1 -1
-. From (1), A*:—5 -3.2 -2|-|10 3 -3|+|0 50 9 -3 &4 1
6 4" =1|"19=3 "3 005 -377 1

Adj. A
4

We know that, A" =

Adj. A=At |A|

1 2 -1
Now, |4 =0 1 -1=-3
3 -1 1
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0 -1 -1 0 -1 -1
Adj. A = (-3) (_ij_3 4 1|=|-3 4 1
-3 7 1 -3 7 1
3 7 9 4 1
Example 10: Let A=|-4 -5 1|, u=|-3|and v=|-2|. Are u and v
2 4 4 1 1
eigenvectors of A.
e Jut §
Solution: Given A=|-4 -5 1
2 4 4
3% 7%9 4 12 -21+9 0 4
Au=|-4 -5 1| |-3| = |-16+15+1|=|0{=0|-3
& g1 4 1 8-12+4 0 i)
4
Thus, u=|-3| is an eigenvector of matrix A correspondence to an
1
eigenvalue (0).
Now,
3RI7 9 1 3-14+9 —2 1
Av=|-4 -5 1| |-2| = | 4+10+1|= |7 |#A|-2
2 ~4N4 1 2-8+4 -2 1
1
Thus, v=|-2| is not an eigenvector of Matrix A.
1

Example 11: Show that A = 4, is an eigenvalue of the matrix find the
corresponding eigenvectors.

Solution : We know that, scalar 4 is an eigenvalue of A if the equation

AX = 4x
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has a non-trivial solution, Thus
= (A-4)x = 0

Now we have,

-1 0 -1
A-41=|12 -1 1
-3 4 1
Now
-1 0 -1 10, %1
2 44 I~ DR 2" —l2 R—> (DR,
-3 4 1 -3 4 1
(3] & @ wed ] R IR
0 lo -1 -1 A
R,—>R,+ 3R,
_O 4 4_
[l 0 1]
0|0 -1 -1 R,—R,+ 4R,
0 0 0|

since the rank (A — AI) = 2< No. of variable, therefore the equation Ax =
4x has a non-trivial solution.

Hence, 4 is an eigenvalue of A.

To find the corresponding eigenvector, we have

1 S 1 40 1 "0 10
0 1%L O/ I™UN 1 O
0 0 0 O 0 00O

Thus, we have
X1 +Xx3=0
X2+ X3=0

Letx3=—k:x2=k andx1=k
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k
Thus general solution has the form | k
—k
1
Thus, Each vector of the form k|1 |, k=0, is an eigenvector
-1
corresponding to the eigenvalue 4.
1
or in particular | 1 |, is an eigenvector corresponding to the eigenvalue 4.
=1

Value Addition: Cautions

1. We have used the row reduction method in this example to find the
eigenvector, but this method cannot be used to find the eigenvalues.

2. To find the eigenvector corresponding to the eigenvalue %, we find a
non-zero solution of the equation (A — AI)x = 0.

3. The set of all solutions of the equation (A — AI)x = 0 is called the
eigenspace of matrix A corresponding to the eigenvalue A and this set

of solutions is just the null space of the matrix (A — AI), therefore it

is also a subspace of R".

4. The eigenspace of matrix A consists of the zero vector and all the
eigenvectors corresponding to any eigenvalue A.

10
Example 12: Find a basis for the matrix A={4 2} for the eigenspace

corresponding to the eigenvalue 4=4.
Solution: We have

[10 -9 10
A- 4l —4
4 —2} {0 1}

6 -9
|4 -6

Now to find the solution of the equation
(A -4I)x = 0.

We have
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6 9 0 0 6 9 0 R1—>1R1
4 6 0 4 6 0 3
n|2 30 R,—> R,—2R,
0 00 2

Thus, we have 2x; - 3x2 =0
Let x, = k

= X1=§k
2

Thus the general solution is

LT

y_
Thus, the required basis is i o
1

4" Qped
Example 13: Let A=|-2 1 0/. An eigenvalue of A is 2. Find a basis for
-2 01

the corresponding eigenspace.

Solution: We have

4 01 1 00 29 OF ' 1
AR = | 3241 082 [[ONEISSORR=i=28 SIS 0
-2 01 O | = L™ —1

To find the solution of the equation (A - 2I) x = 0, we have

2 0 1 0 21 0
R,—»>R,+R

-2 -1 0 0,0 j0 -1 1 0
R,—>R;+R,

-2 0 -1 0 0O 0 0O

Thus, we have
2X1 +x3=0

X2+ xXx3=0
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Hence, x5 is a tree variable here, let x5 = k
1
= x> = k and x1=5k

Thus, the general solution is

k
X 2 7
X=1X%|=1[%x|=k 1
X X, 1

%

Thus, the required basisis | 1
1

Value Addition: Basis for the Eigenspace

The basis for the eigenspace is set of linearly independent vectors which
spans the eigenspace.

Example 14: If L be an eigen value of a non-singular matrix A, show that
(i) 2"t is an eigen value of A™L. (ii) @ is an eigen value of adj. A.

Solution: (i) A is an eigen value of A.
= There exists a non-zero vector x such that Ax = Ax
= x=A'x)

= x= A1)

—  Alis an eigen value of AL,
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(iil) A is an eigen value of A.
=  There exists a non-zero vector x such that Ax = Ax
=  (adj. A)(Ax) = (adj. A)(Ax)
= ((adj. A)A) x = A (adj. A) x
= | A | Ix = A (adj. A) x [« (adj. A) A = |A] I]

= | A | x =24 (adj. A) x

= @x=(adj.A)x

= (adj. A) x = @x
= @ is an eigen value of adj. A.

Example 15: Show that if Ay, A2, ...... , A\n are the characteristic roots of

the matrix A, then A3 has the characteristic roots 57 g S

Solution: Let A be a characteristic root of the matrix A. Then there exists

a non-zero vector x such that
AX = AX ..(1)
=  A%(Ax) = A’(Ax)

=  Ax = A(A%X)

But A’x = A(Ax) = A(AX) [using (1)]
= A(AX) = M(AX) = A%
A’x = A(A%*) = A3X

— A% is a characteristic root of A3.
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Hence, if A1, A2, ...... , An are the characteristic roots of A, then 2, 2,...... A

are the characteristic roots of A3.

6. Algebraic Multiplicity of an Eigengalue:

The algebraic multiplicity of an eigenvalue A is its multiplicity as a root of
the characteristic equation.

Example 16: Find the characteristic equation of the matrix

5 -2 6 -1

0 3 -8 0
A =

QO S

(0] Ot0) il

Thus, find the eigenvalues of A and their multiplicities.
Solution: We have
5-4 -2 6 -1
0 3-12 -8 0

0 0 26" steip
0 0 D =0

A- Al =

Thus, characteristic equation is given by
|A-A1| =0
5-4 =2 6 -1
0 3-1 -8 0

0 0 5-4 4
0 0 U™ 1-4

=0

= (5-1) (3-4)(5-4) (1-2) =0

0

= (5-1) (3-2)(1-4)

Thus 5, 3 and 1 are the eigenvalues of A. The eigenvalue 5 have
multiplicity of order 2 because (5 — L) occurs two times as a factor of the
characteristic polynomial. And the multiplicity of eigenvalues 3 and 1 is
one.
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7. Similarity of Matrices:

If A and B are two n x n matrix. Then A is similar to B if there is an
invertible matrix P such that P*AP = B or Equivalently

A = PBP!
Changing A into P'AP is called similarity transformation.

Theorem 8: If n x n matrices A and B are similar, then they have the
same characteristic polynomial and hence the same eigenvalues (with the
same multiplicities).

Proof: If B = P'AP, then
B -Al =PAP - AP"P = P" (AP - AP) = P"(A - M)P
B - AIl = |PY(A - AI)P| = [P].]A - AI|.|P]
=|A - AI|.|P].|P| = |A - AL|.|P! P|
=]|A - AIl.|I|] = |A - AI| [Since |I| = 1]

Hence matrices A and P *AP have the same characteristic roots.

Value Addition: Cautions

1. Similarity is not the same as row equivalence. (If A is row equivalent to
B, then B = EA for some invertible matrix E.)
2. Row operation on a matrix usually change its eigenvalues.

Exercises:

Fownd
1. Is A = 2 an eigenvalue of L J? Why or why not ?

1 -3
2. Is LJ an eigenvector of {

s
8} ? If so, find the corresponding

eigenvalue.
4 3 7 9
3. Is | -3| an eigenvector of |-4 -5 1|? If so, find the corresponding
1 2 4 4
eigenvalue.
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3 0 -1
4. Is » = 4 an eigenvalue of |2 3 1| ? If so, find the
-3 4
corresponding eigenvector.
1 2 2
5. Is A = 3 an eigenvalue of |3 -2 1]|? If so, find the corresponding
0 1 1

eigenvector.

6. Find the eigen values and eigen vectors of the matrix
)
A=l & 6"
-1 -2 0
7. Find all the eigenvalues and corresponding eigenvectors of the
20" £t
matrix A=|-4 8 1].
RS )
8. Find the eigen values and eigen vectors of the following matrix
8h-6 B 6 —2%2 c v
(i) A=1-6 7 34 (i) A=|-2 3 -1| (iii) A=|0 2 6
R| =g & 2 -1N% 0 05

For the following questions find a basis for the eigenspace corresponding
to each listed eigenvalue.

9. A = > A
M 2

i 4
10. A= ,A=1,5
-3 -1
4 01
11. A=|-2 1 0|,4=123
-2 01
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4 2 3
12. A=|-11 -3|,A4=3
2 4 9

13. Verify the Cayley-Hamilton theorem for the following theorems

and also find the inverse of using Cayley-Hamilton theorem

7 -1 3 1
. 2 3 .
(i) [3 5} (i) Gl (iii) 2 1 2
2 4 8 1
14. Find the inverse of the matrix A using Cayley-Hamilton theorem,
20 =1 =1
given the matrix A=|-1 2 -1/.
15§ i
1 2 O
15. Show that the matrix, A= |2 -1 0 | satisfies its own characteristic
0 0 -1

equation and hence obtain A2
16. If Ay, A2, ..., Ay a@re the eigen values of A, then find the eigen values

of the matrix (A - AI)?.
17. Show that for a square matrix, there are infinitely many eigen

vectors corresponding to a single eigen value.
Summary:

In this lesson, we have emphasized on the following

>

YV V VYV V

eigen values and eigenvectors of a matrix.
characteristic equation of a matrix
Cayley-Hamilton theorem

algebraic multiplicity of an eigenvalue
similarity of matrices
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