Partial Differentiation

Discipline Course-I
Semester -1
Paper: Mathematical PhysicsI IA
Lesson: Partial Differentiation
Lesson Developer: Savinder Kaur
College/Department: SGTB Khalsa College, University of
Delhi

Institute of Lifelong Learning, University of Delhi 1



Partial Differentiation

Table of Contents

Chapter 11: Partial Differentiation

Introduction
11.1 Partial Derivatives
11.2 Total Differentials
11.3 Theorems
e 11.3.1 Theorem on Existence: Total Differential
e 11.3.2 Theorem on Existence: Total Differential Equation
11.4 Exact & In-exact Differentials
11.5 Some more Theorems
e 11.5.1 Theorem on Existence: Total Differential
e 11.5.2 Theorem on Existence: Total Differential Equation

11.6 Partial Differentials & Power Series

Summary
Exercise/ Practice
Glossary

References/ Bibliography/ Further Reading

Institute of Lifelong Learning, University of Delhi 2



Partial Differentiation

Learning Objectives

The student will understand the meaning of

@ Partial Derivatives of a function
@ How to write the Total Differentials?
@ Understand the Theorems on Total Differentials
& nature of the function for the Existence of its Total Differential
& constraint on the function for the Existence of its Total Differential
Equation
@ Differentiate between the Exact & In-exact Differentials for a function of two or
more variables
& the primary condition on the function for the differential to be exact
% to know that the integral of exact differential are path independent
@ Partial Differentials & Power Series
A function f written as a power series about point (h, k)
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Partial Differentiation

Partial Differentiation

11.1Partial Derivatives

We have seen that often derivatives determining rates have to be solved in physics.
Additional feature of derivatives are that they can be used to determine extreme values
of a function. However, more often a physical quantity may depend on two or more
variables and therefore there is a need to define rates with partial dependence on one of
the variables with all other variables treated as constants.

The ordinary derivatives of a function of several variables with respect to one of the
independent variables, keeping all other independent variables constant is called the
partial derivative of the function with respect to the variable. So by this definition, if f is
a function of two variables x & y then

dig =Y f(x HAax, y) JEy)
— = lim
dx  Ax—0 Ax

ars 0 fO,y+A4y) — f(x,y)
— = 1lm
dy  Ay-0 Ay

provided such limit exists at the point (x,y).

To understand this graphically, let's suppose a physical quantity z depends on two
variables x & y

z=f(xy)
Now suppose that we are at point (h, k):

Point 1 we can give the value to y = k so that the function z = f(x, k) will be curve in the
(x,z) plane. We can define the rate change z with x and write it as

G
axz_dxf(x' )

and the change in z due to variation of x by an amount Ax would be

A—azA—d k) A
Z = ox x_dxf(x' )b
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fx.k)

L_.___. (hk)

flh+Ax,k)

€

(h+Ax,k)

Point 2 we can give the value to x = h so that the function z = f(h,y) will be curve in the
(v, z) plane. We can define the rate change of z with y and write it as

g2

and the change in z due to variation of y by an amount Ay would be

0z d

AZ=@ Ay =d—y f(h,y) Ay

"\ f(hy)

L fhk+Ay)

k
0 (h k+Ay)
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Partial Differentiation

Example 11.1.1 Find the partial derivatives of the function f = x*y” at any point
(x,y). What is its value if a =2 &b = 4 and the pointis (-1,2)

Solution: The partial derivative with respect to the variable x will be

of d

— _f — i{xacb} — Cbi{xa} — Cbaxa—l
ox dx’ly_¢ dx dx

Now putting back y for ¢ we get

g = ybaxa—l L axa—lyb

ox
Similarly, the partial derivative with respect to the variable y will be

af_d _d ab_adb_ab—l
ay—dyfxzc—dx{Cy}—C D SGeLy

Now putting back x for ¢ we get

af_ a b-1 _ a,,b-1
ay—x by°~" = bx%y

For the given values of a = 2 & b = 4, the partial derivatives at point (x,y) would be

af af
— 8 9 4 —~ =4 2.,3
o xy* & T Xy
So for the point (—1,2)
af a
—=-32& —=32
o 32& B, 3

Let’s see it on the graph:
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Example 11.1.2 Find the partial derivatives of the function f=x%+y” at any
point (x,y). What is its value if a = 1 & b = 2 and the point is (-1,3)

Solution: The partial derivative with respect to the variable x will be

af_d _d a IR — a—1
ax_dxf|y=5_dx{x i G

Similarly, the partial derivative with respect to the variable y will be

g_d

dy dy

d
=5 L 7"} O

x=C

For the given values of a = 1 & b = 2, the partial derivatives at point (x,y) would be

of of

a =1& @ = 2_’)/
So for the point (—1,2)

of of

a = 1 & @ =4

Let’s see it on the graph:
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Example 11.1.3 Find the partial derivatives of the function f=.x2+y? at any
point (x,y). What is its value if a = 2 & b = 4 and the point is (-1,3)

Solution: The partial derivative with respect to the variable x will be

Of_d _d{m}_ 1 d{a+Cb}__ axa_l
ox dxf y=t. B9 y " 2xa + chdx x ~ 2Jx®F @
Now putting back y for ¢ we get
JiR =N

ox o fxetyb

Similarly, the partial derivative with respect to the variable y will be

g:i =i{/ca+yb}=;i{ca+yb}==by—b_l
oy dy I, dy 2,/ca + ybdx 2/ca+yb
Now putting back x for ¢ we get
of L _by""
ay  2/xe+yb

For the given values of a = 2 & b = 4, the partial derivatives at point (x,y) would be

of x of 2y

__—& -7 @
ox [x2 +y4 ay [x2 +y4-

So for the point (—1,2)
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of _ -1 9of _16
ox V17 9y VI7

Let’s see it on the graph:

The higher order partial derivative can be similarly defined with some of them as follows

fe=e (D)=L asy=5 (D)=22
g v )32

Example 11.1.4 Find the partial derivatives of the function f = 2x3y? + 3x%y3 at
any point (x,y). What is its value at the point (-1,3)

Solution: The partial derivatives would be

af 2.2 3af 3 24,2
a—6xy + 6xy ,@—4x y + 9x“y

d d
=— (6x%y? + 6xy3) = 12xy%2 + 6y3 & f,, = — (4x3y + 9x%y?) = 4x3 + 18x?%y
o 9x ooy

d a
= — (6x%y% + 6xy3) = 12x%y + 18xy? & f, = — (4x3y + 9x?y?) = 12x%y + 18xy?
¥ oy y Y ox

We should note here that £, = f,, .

So for the point (—1,2)
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of of
a=—24,@=28,fm=0,fyy=32&fyx=—48= fy

11.2Total Differentials

Let Ax and Ay be very small increments given to the variables x and y respectively. With
these increments the value of x changes to x + Ax and that of y changes to y+Ay. A
function f(x,y)which depends on both the variables is than expected would take a new
value f(x + Ax,y + Ay), then the change in increment in function Af

Af =f(x+Ax,y +Ay) — f(x,y)

If the function f has continuous first partial derivatives then

0z 0z
Af = Ep Ax + €,Ax + @Ay + €,Ay

and under the limit Ax > 0& Ay - 0 we get ¢; » 0&¢, — 0. Hence,

of of
df—adxi'@ d_’y

This is known as the Total Differential or Principal Part of the Differential or just the
Differential of the function f.

Graphically, Point 1 & Point 2 above tells us that the change in z due to variations of
x & y together would be
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0z 0z d
Az=— Ax+—Ay=

d
5 M+ gy W= o fOu b+ o f(hy) Ay

To conclude, we say that the function f is dependent only on two variables x &y; that Z—i

& 2—£ are to be read as partial derivatives of the function with respect to x &y respectively
and that the total differential / principal part of the differential is

af aof
df = adx%—@dy

ifL gL

-~ are continuous.
ox ay

11.3 Theorems

11.3.1 Theorem on Existence: Total Differential

Theorem 1
If f is a function of n (independent or dependent) variables x; and have

continuous partial derivatives in some region R then
n
of of of of

df= a—xidxi=a—x1dxl +a—xzdx2+---+mdxn

11.3.2 Theorem on Existence: Total Differential Equation

Theorem 2
If f is a function of n (independent or dependent) variables x; having continuous

partial derivatives in some region R and f = C, a constant then
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and so all variables cannot be independent.

Example 11.3.1 Find the differential of the function f = Ax%e"™.

Solution: The partial derivatives would be

af a-1 bx: q

g = y a bxy 4 - a,bxy

F Aax X e’V + Ax®* x e"Y by A(x+by)xe
af a bx a+1 ,bx
— = Ax?* X e"Ybhx = Abx?*T1e”Y
dy

And so the differential
af af a oy .
= — — — y a+1_,bxy
df 6xdx+aydy A(x+by)x e’dx + Abx*" eV dy

Note that
df = Ax%eP {(; + by) dx + bxdy} == Ax%e? {% dx + b(ydx + xdy)}

Example 11.3.2 Show that the differential (3x*>y — 2y*)dx + (x> — 4xy + 6y*)dy is can
be written as differential of the function f = x3y—2xy*+2y>+A where A is a
constant.
Solution: The differential (3x2y — 2y?)dx + (x3 — 4xy + 6y?)dy can be rewritten as
3x%ydx — 2y%dx + x3dy — 4xydy + 6y*dy
By some rearrangements the differential becomes
(Bx?ydx + x3dy) — (2y2dx + 4xydy) + 6y*dy = (ydx® + x3dy) — (2y*dx + 2xdy?) + 2dy?

=d(x3y) — 2d(xy?) + 2d(y?) = d(x3y — 2xy? + 2y3)

Thus, a function x3y — 2xy? + 2y3 has the above as its differential. In general, a constant
A being added brings no change in the differential so the required function will be

f=x3y—2xy?+2y3+ A

Here, we would like to emphasise that it won’t be always possible to find such a function
f for an arbitrary differential.

11.4 Exact & In-exact Differentials

The differential M(x,y)dx + N(x,y)dy is said to be Exact Differential if there exists a
function two variables ¢(x,y) such that
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Partial Differentiation

de = M(x,y)dx + N(x,y)dy

We have already seen that the primary condition to be able to find such a function ¢(x,y)
is to check if

oM 9N
dy  ox
If this is found to be true then we get
0Giy) = [ M) + [ Wy

y=constant terms not containing x

It important to note that integral of exact differential are path independent and therefore
for any closed curve

jgdq)(x,y) =0= fde+Ndy

Similarly, the differential P(x,y,z)dx + Q(x,y,z)dy + R(x,y,z)dz is said to be Exact
Differential if there exists a function of three variables ¢(x,y,z) such that

dop = P(x,y,z)dx + Q(x,y,z)dy + R(x,y,z)dz

We find that the primary condition to be able to find such a function ¢(x,y,z) is to check
if

P _0Q 8Q OR OR 0P
dy odx'dz 9y 0x 0z
If this is found to be true then we get ¢(x,y,z) by integrating

dp 4% 4%
—=P,—=Q&—=R
0x dy ¢ 0z

We again assert that the integral of exact differential are path independent and therefore
for any closed curve

jgdw(X.y,Z) =0= fpdx + Qdy + Rdz

11.5 Some more Theorems

11.5.2 Theorem on Existence: Total Differential
Theorem 3

An expression of the form P(x,y)dx+ Q(x,y)dy is the “exact” differential of a
function f(x,y) if and only if
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Proof :

Partial Differentiation

P 0Q
dy  ox

Necessity
If Pdx + Qdy = df = g—idx + z—idy then P = z—ﬁ &Q = Z—£ Now assuming the continuity

of partial derivatives, we get

o of 0 of
ayox  0xdy
which means
0 0
ay ax’

Sufficiency

oP  4Q » , aQ P
If 2y =28 then by Green’s Theorem the integral §.(Pdx + Qdy) = [[, (E - 5) dxdy =0
and the integral [(Pdx + Qdy) is path independent. So we can define a function

f(x,y) = [(Pdx + Qdy) and thus it’s differential, which means
df = Pdx + Qdy

11.5.3 Theorem on Existence: Total Differential

Theorem 4

Proof :

”

An expression of the form P(x,y,z)dx + Q(x,v,z)dy + R(x,y,z)dz is the “exact
differential of a function f(x,y) if and only if

9P 80 9Q OR _OR 0P
dy 0x'0z 9y 0x 0z

Necessity
If de+Qdy+Rdz=df=%dx+2—§dy+g—£dz then p=% Q=Z—§&R:Z—f. Now

ox ’ z
assuming the continuity of partial derivatives, we get
d0f 00f 00f dof 00f 0of
dyox  Oxdy 020y  0yoz " ox0z  0z0x
which means

d a a a a a
R e
Sufficiency
The integral §.(Pdx + Qdy + Rdz) can be written as ¢ A-dl where A = Pi+ Qj + Rk &
dl = dxi + dyj + dzk. Now, if :—yP=:—xQ,%Q=;—yR&%R=%P then %—Z—i:o,i—‘j—
g—l;= &Z—i—g—zzo and so VxA=0. By Stokes’ Theorem the integralgﬁcﬁ-df=

JI.(Vx A) -ds =0 and the integral [(Pdx + Qdy + Rdz) is path independent. So we

can define a function f(x,y,z) = [(Pdx + Qdy + Rdz) and thus it’s differential, which
means

df = Pdx + Qdy + Rdz

Example 11.5.1 Show that the differential (y + z)dx + (z + x)dy + (x + y)dz is exact
and find the function f of which the above is differential.
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Solution: Let's first write the differential in standard form as Pdx + Qdy + Rdz so that

P=y+z
Q=z+x
R=x+y

. - 3 a ., _ 38 9, _ 3
The condition of exactness require the EP =--Q,5-0= ayR& ~R=--P so we check for

the validity of these equations

o o
5P = 1=t
o o
| Tt
-
G P gy

The differential (y + z)dx + (z + x)dy + (x + y)dz is therefore Exact.
Now by some rearrangements the differential becomes

(ydx + xdy) + (zdy + ydz) + (xdz + zdx)
=d(xy) + d(yz) + d(zx)
=d(xy + yz + zx)

Thus, a function xy + yz + zx has the above as its differential. In general, a constant A
being added brings no change in the differential so the required function will be

f=xy+yz+zx+A

Example 11.5.2 Show that the differential z(1 — z*)dx + zdy — (x + y + xz*)dz is exact
if it is divided by z? and find the function f of which the above is differential.

Solution: Let’s first write the differential in standard form as Pdx + Qdy + Rdz so that
P=2z(1-2%)

Qumaz
R=—(x+y+xz?)

iy . a a a a a a
The condition of exactness require the aP AU ER & —R=—P so we check for

the validity of these equations

4] 4]

ayP=6xQ ~0=0

d d

EQ=@R -1+-1
d d _ .
_axR:_azP ->-1=1-3z

The differential in its present form is therefore Not Exact.
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Partial Differentiation

Now let’s divide it by z2, we thus get

1 1 x y
<;—Z)dx+;dy—(z—2+Z—Z+X)dZ

Q=-
VA
X y

R=-— Z_2+Z_2+x)

. . 7] a a a a a
The condition of exactness require the EP = EQ'EQ = ER & ER _ZP so we check for

the validity of these equations again

3]
e 0=0
dy axQ o
0" LN
dz > 9y 722 72

The differential (3 - z) dx +>dy — (% + % +x) dz is therefore Exact.
z z VA z
Now by some rearrangements the differential becomes

1 1 x y
(;dx — de> + ;dy + (—Z—Zdz — Z—Zdz - xdz)
1 x 1 y
= <— dx — —Zdz> + (— dy — —zdz) + (—zdx — xdz)
z z z z
il Y\ _
—d (Z) +d (Z) d(xz)
i (x Y
=d (z + Z xz)
Thus, a function 2+ —xz has the Ziz{z(l — 2z2)dx + zdy — (x + y + xz%)dz} as its differential
but not z(1 — z¥)dx + zdy — (x + y + xz?)dz.

11.6 Partial Differentials & Power Series

An important feature of partial derivative is that a function of two or many variables
could be written as a power series about point (h,k) by using partial derivatives.The
function f at (x,y) is then

fexy) = i%(Axaa—x + Ay%)nf(x, y)‘

n=0 (hk)

The first few terms would be
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Partial Differentiation

0*f a*f a*f
flx,y) =f(h k) + Ax— {( x)?—= + (Ay)?2— + 2AxAy }
| ay (h.k) 0x? (h,k) day? (h,k) 0xdy (hk)
FGoy) = fh ) + {f” c-n+2 k)}
x,y) = , — x — — -
Y 0x1(nk) Y iy Y
1 aZf Zf 2 }
= (x—h)?+ (y — k)% + 2AxAy x—-h@-k;+
Z{Oxz (i) 6y i) dxdy (O

In short form it is written as

1 1
f(x,)/) = f(h' k) +fx(h' k) X (X . h) +fy(h: k) X (y § k) +§fxx(h: k) X (x - h)z +Efyy(h: k)
X =k?+ fiy(h k) X (x =)y = k) + -

Ifh=k=0

1 1
f(x' y) = f(O'O) 1y fx(0,0) 2y fy(0,0) y+ Efxx(o'o) x% + Efyy(oio) yz u fxy(oio) Xy + -

Example 11.6.1 Find the power series expansion for the function z = cos(x +y)
about the origin.

Solution: Since h = k = 0 we can use the series

1 1
f@3) = £0.0) +£00) x + £,00) Y +5 £ (0,0) x2 4 £, (0,0) ¥ + 1y (0.0) xy + -

Now

f(0,0) =cos(0+0) =1
£(0,0) = —sin(0 +0) = 0 & £,(0,0) = —sin(0+0) = 0
fx(0,0) = —cos(0 + 0) = -1 & £,,,(0,0) = —cos(0 + 0) = —1
fxy(0,0) = —cos(0 + 0) = —

So the first few terms of the series will be

1 2 1 b
G09) = T Brg— oW <y +

Example 11.6.2 Find the power series expansion for the function z = ¢* about
the origin.

Solution: Since h = k = 0 we can use the series

1 1
FG) = FO0) + £(0,0) X + £,(0,0) Y + 5 r(0,0) X 45 £, (0,0) Y2 + £y (0,0) xy + -
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Now
f0,0)=e""=1
£:(00)=e"%=1& £,(0,0) = -0 = -1
fxx(0,0) = e 0=1¢& fyy((),()) =00 =1
fxy(o:o) =—e0=-1

So the first few terms of the series will be

1 2 1 2
fx,y —d Py TR XY

2 2
Summary
Partial Derivatives
- If f is a function of two variables x &y then a—hmmow & Z—iz

FOy+Ay)—f(x,y)

r provided such limit exists at the point (x, y).

llmAy_ﬂ)

Total Differentials
- If the function f is dependent only on two variables x &y and if E)f&—y are

continuous then the ‘total differential’ / ‘principal part of the differential’ is
= 9 .
df = axdx +aydy.

Theorems
- Theorem on Existence Total Differential
If f is a function of n (independent or dependent) variables x; and have
continuous partial derivatives in some region R then
of of
df = Za—d xd +gdn oo,
- Theorem on EX|stence Total Differential Equation
If f is a function of n (independent or dependent) variables x; having continuous
partial derivatives in some region R and f = C, a constant then
df =0
of of of
5, —dx; + Ep 2dx2+ +—dx, =0

d0xy,
and so all variables cannot be independent.

Exact & In-exact Differentials
- The differential M(x,y)dx + N(x,y)dy is said to be Exact Differential if there exists a
function two variables ¢(x,y) such that dg = M(x,y)dx + N(x,y)dy
- The primary condition to be able to find such a function ¢(x,y) is
oM ON
9y  ox
- The integral of exact differential are path independent and therefore for any
closed curve
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Partial Differentiation

§d¢(x,y) =0= %de+Ndy

- Similarly, the differential P(x,y,z)dx + Q(x,y,z)dy + R(x,y,z)dz is said to be Exact
Differential if there exists a function of three variables ¢(x,y,z) such that
dop =P(x,y,z)dx + Q(x,y,z)dy + R(x,y,z)dz
- We find that the primary condition to be able to find such a function ¢(x,y,2) is to
_9Q 9Q _9R , 8R _ 9P

check If ay T ax 'dz ady ax az

- Again the integral of exact differential are path independent and therefore for any
closed curve

jgd(p(x,y,z) =0= dex + Qdy + Rdz

Partial Differentials & Power Series
- A function f of two or many variables could be written as a power series about
point (h, k) by using partial derivatives

i B i a
fey) =) sz v oy ) (xy)|

n=0 (hk)
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